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This installation of the HRBA@Tech paper series 
builds on the foundational vision document released 
in December 2022 (Towards a Human Rights-Based  
Approach to New and Emerging Technologies: A Frame-
work), in which the authors sketched a vision for how to 
approach new and emerging technologies (NETs) from 

the perspective of needing to capture the enormous 
potential upsides from these NETs while also insisting 
on the continued commitment to respect, protect, pro-
mote, and remedy human rights, including when the 
enjoyment of those rights is potentially jeopardized by 
some of those NETs.

The 2022 Framework Paper laid out a ‘Human Rights 
Based Approach to New & Emerging Technologies’ 
(HRBA@Tech) built around a fundamental character 
of NETs. It began with the premise that emerging tech-
nologies are neither inherently good nor inherently bad. 
It is impossible to guarantee that a NET will never or 
could never be used for nefarious purposes. At the same 
time, it would be just as foolish to ban all NETs simply 
because of their potential for misuse. Actors motivat-
ed by a desire to improve human well-being by means 

of a principled embrace of NETs are left with the quan-
dary of how best to ‘nudge’ NETs towards more social-
ly beneficial uses. 

The 2022 Framework Paper proposed a framework that 
examined this question from three different perspec-
tives.  The first was “the what,” and focused on what 
principles and processes are the most helpful to guide 
that ‘nudging’ process.  Here, the authors set forth a core 
set of seven principles that together formed the norma-

tive foundation of the HRBA@Tech model. Four of those 
principles fall under the broad rubric of “human security” 
principles – that is, principles designed to protect indi-
viduals and communities from harm or damage asso-
ciated with the process of deploying NETs. These are 
(1) Legality, (2) Non-Discrimination and Equality, (3) 
Safety, and (4) Accountability and Access to a Reme-
dy.  The three remaining principles are (5) Human Rights 
Based Empowerment, (6) Transparency, and (7) Partic-
ipation. This second set of principles can be thought 
of as “expansion with equity,” in that they focus on 
ensuring that the fruits of NETs inure to all segments 
of the population with equity. The report labeled the first 
four principles as promoting a “do-no-harm” approach 
to NETs, while the final three fall under the prerogative 
to “make the world a better place.”

The 2022 report went beyond the mere articulation of 
normative principles, however, by associating each of 
these principles with twenty-four concrete process-
es that serve to advance a certain principle. Thus, for 
example, if the principle dictates that we should pro-
mote “accountability,” the concrete processes associat-
ed with that principle would be the identification of spe-
cific individuals to hold accountable if a NET were to pro-
duce a socially undesirable outcome, or legal empow-
erment processes designed to ensure that those who 
feel their rights to have been jeopardized by an NET can 
access appropriate forums to evaluate and remediate 
their concerns. This focus on concrete processes was 
where the HRBA@Tech model broke new ground vis-à-
vis previous frameworks, most of which went only so 
far as to define a set of normative principles to govern 
NETs. This same approach has since been embraced 
by the Office of the United Nations High Commission-
er for Human Rights (OHCHR) in their B-Tech initiative.

The HRBA@Tech model was scoped agnostically of 
any specific technology. Rather than focus on just one 
NET (e.g., artificial intelligence (AI), genetic engineering, 
or quantum computing), the HRBA@Tech model delib-
erately proposed an approach that would work equally 
for any NET – even technologies we cannot yet current-
ly imagine. To add the requisite specificity and nuance, 
which would otherwise be impossible using such a 
broad lens approach, the 2022 Framework Paper fur-
ther introduced the idea of a product lifecycle, which 
adds a temporal and contextual element to the HRBA@
Tech model. Described as “the how” of the HRBA@
Tech model, this perspective asks the crucial question 

of where in its ‘lifecycle’ a particular NET finds itself. 
The implication is that the HRBA@Tech model dictates 
different intervention strategies depending on where 
along its lifecycle a particular NET happens to be.  

The third and final element of the HRBA@Tech model 
focuses on the stakeholders who need to engage in the 
process of ‘nudging’ NETs towards more socially ben-
eficial outcomes.  The report breaks this analysis into 
six categories meriting particular attention, namely (1) 
states, (2) the UN and other international organizations, 
(3) civil society, (4) the private sector, (5) educational 
institutions, and (6) individuals. The model acknowledg-
es that the expectations of consumers, policy makers, 
and regulators could differ depending on whether one 
is discussing the efforts of a multi-billion-dollar cor-
poration to develop an NET or whether we are refer-
ring to a group of five innovative entrepreneurs trying 
to develop the next big thing in a garage somewhere. 
The idea is not to expect nothing of those five entre-
preneurs while simultaneously demanding unreason-
able and business-stifling deliberation by established 
corporations, but rather to find processes that produce 
maximum impact while still being compatible with the 
business or operational needs of the entity responsible 
for developing that NET.

The 2022 Framework Paper was intended as a dis-
cussion starter and as a potential ‘one-text’ docu-
ment that might attract constructive comments for 
improvement, refinement, further study, and diplomat-
ic action. In the year since the report was published, 
several noteworthy efforts took place. In May 25-26, 
2023 the Universal Rights Group, with the support of 
the Republic of Korea’s Permanent Mission to Geneva, 
hosted the Glion Human Rights Dialogue focused on 
“Placing new and emerging technologies at the ser-
vice of human rights and democracy: what role for the 
Human Rights Council and its mechanisms?” This dia-
logue, which brought together a diverse grouping of 
over sixty diplomats, civil society activists, scholars, 
and corporate policy experts, offered an opportunity to 
talk about the various institutional mechanisms imagin-
able at the United Nations and how those might serve 
to concretize the normative and legal framework to 
ensure that NETs contribute to the realization of human 
rights for all. Those discussions have informed the third 
paper in this series which starts at page 88.

On July 14, 2023, the Human Rights Council Resolu-
tion on new and emerging technologies and human 
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rights (Resolution 53/29)1 was adopted by consensus, 
co-sponsored by sixty-three States. The resolution 
stressed the need for a holistic and multi-stakehold-
er approach to AI, stressing the needs to:

1. Protect individuals from harm caused by AI systems, 

2. Protect individuals from discrimination resulting from 
AI systems, 

3. Promote the transparency of AI systems and adequate 
explainability of AI-supported decisions,

4. Ensure that data for AI systems are collected, used, 
shared, archived, and deleted in ways that are consis-
tent with States’ respective obligations under inter-
national human rights law, 

5. Strengthen the oversight and enforcement capacity 
of States, and 

6. Promote research and sharing of best practices on 
how to ensure transparency, human oversight, and 
accountability when using AI systems to prevent the 
spread of disinformation and hate speech.

This resolution reflects the need for regulators to put 
in place effective guardrails that serve to ensure that 
AI technologies remain trustworthy, but also to simulta-
neously promote policies that will unleash and facilitate 
the potential of those same AI technologies to enable 
development, increase well-being, and solve previous-
ly unsolvable hurdles to human and social progress. 
The 2022 Framework Paper described this as the “par-
adox” of NETs and proposed a set of principles and pro-
cesses designed to pursue those twin objectives.

The resolution also highlights the importance of pro-
moting and protecting the right of everyone to enjoy 
the fruits of scientific progress, and concluded by 
requesting that the OHCHR prepare a gaps analy-
sis about efforts by the United Nations to develop nor-
mative guidance on the development of NETs. 

Considering these developments and other feedback 
the authors received on their 2022 framework paper, 
the following three topics were selected for the next 
series of papers in 2023.

1. United Nations Human Rights Counicl (HRC), New and emerging digital technologies and human rights, (Jul. 14, 2023), UN Doc A/
HRC/RES/53/29.

2. Emily Chang, “Getting Into Y Combinator Is Tougher Than It’s Ever Been,” (Aug. 10, 2023), Bloomberg, https://www.bloomberg.com/
news/articles/2023-08-10/y-combinator-applications-show-access-is-the-toughest-ever.

Paper 2-1: Applying the HRBA@
Tech Model to AI for Tech Startups

Principal Author: 

Seoul National University AI Policy Initiative 

Focus: 

Not all entrepreneurs are the same, and not all devel-
opers of AI are affiliated with multi-billion-dollar com-
panies or governments. Naturally, there were questions 
on whether and how the 2022 HRBA@Tech approach 
might apply to what some have called “little tech.”2 
Should the safety and trustworthiness standards being 
embraced by multi-billion dollar multinational corpo-
rations such as Google, Microsoft and NAVER apply 
also to startups, and if so might regulations mandating 
such safety standards create an insurmountable hur-
dle for startup founders as they bring product innova-
tions to market? 

The first research paper in this series focuses on pro-
cesses that smaller enterprises can realistically use to 
ensure that their products ‘do no harm.’ Drawing on a 
series of in-depth interviews with industry insiders, the 
paper surveys what is already being done by “little tech” 
entrepreneurs to manage against some of the downside 
risks of AI. The paper also explores what more can real-
istically be done consistent with the unique business 
and technological needs of those developing technol-
ogies in this phase of the product lifecycle.  

The research gives greater depth to Chapters IV of the 
2022 Framework Paper (“the How”), illustrating how the 
HRBA@Tech model evolves and matures along with a 
technology’s product lifecycle. It also illuminates the 
discussion in Chapter III of the report on the specific 
processes that can be used to ‘nudge’ NETs in the direc-
tion of human rights (“the What”).

Paper 2-2: Harnessing AI to Solve 
Climate Change as a “Wicked 
Social Problem”

Principal Author:

Seoul National University AI Policy Initiative

Focus:

Technologists often describe AI as humanity’s newest 
and most promising tool to solve cancer, homeless-
ness, food insecurity, etc.  All these problems are what 
social scientists describe as “wicked social problems” 
– problems characterized by their extreme complexi-
ty and humanity’s inability, despite our best efforts, to 
use classic problem-solving strategies to solve them. 
This research paper looks in depth at one of those clas-
sically ‘wicked’ social problems – the problem of climate 
change and how to stop it – and asks whether AI can be 
useful as a tool to help solve that problem. The objec-
tive of this chapter is to illustrate the granular strate-
gies used by scientists, humanitarians, policy makers, 
and entrepreneurs to capture the upside potential of 
AI, or – in the words of the 2022 Framework Paper – “to 
make the world a better place.” 

The authors selected climate change as their focal point 
for these AI use cases for several reasons. First, they 
needed some focal point, lest the discussion become 
too open-ended. The overall lessons highlighted in 
this chapter pertain to AI and not climate change, there-
fore the authors might equally as well have chosen any 
number of other ‘wicked’ social problems to guide their 
selection of case studies. That said, climate change has 
clear human rights implications, including the rights to 
health, food, water, and shelter. Climate change increas-
es the likelihood of severe natural disasters impacting 
communities, straining public resources, severely dis-
rupting household livelihood strategies, and potential-

3. Damian Carrington, “’Climate collapse in real time’: UN head António Guterres urges COP28 to act,” (Nov. 30, 2023), The Guardian, 
https://www.theguardian.com/environment/2023/nov/30/climate-collapse-in-real-time-un-head-antonio-guterres-urges-cop28-
to-act.

ly leading to a host of second-order human rights chal-
lenges including mass migration and governance failure. 
The urgency of these threats also became increasing-
ly apparent in 2023 – a year that again achieved the 
dubious distinction of being dubbed the hottest calen-
dar year on record.3 Climate change is exposing billions 
of people to potentially dangerous heat levels, jeopar-
dizing human health and sustainable livelihoods on a 
global scale. 

The paper’s analysis has clear implications for the dis-
cussion in Chapter III of the 2022 Framework Paper, in 
which the specific processes are highlighted that social 
entrepreneurs use to nudge technologies in the direc-
tion of human rights (“the What”), and a discussion of 
Chapter V about what stakeholders are necessary to 
make the HRBA@Tech model work (“the Who”). 

Paper 2-3: The Global Governance 
Landscape of AI and its Potential to 
Better Promote a Human Rights-
Based Approach to AI

Principal Author: 

Universal Rights Group

Focus:

The focus of this paper is to support the request in the 
July 14th Human Rights Council (HRC) Resolution to 
conduct a comprehensive study of efforts at the UN to 
develop normative guidance on a human rights-based 
approach to new and emerging digital technolo-
gies. Drawing on the outcomes of the Glion Human 
Rights Dialogue, this paper paints a roadmap for the 
potential establishment of a new Special Mechanism 
under the HRC, which could serve as an important cat-
alyst and driver of normative guidance on this topic.



13
12
–

HRBA@Tech · December 2023

Artificial Intelligence:

A Primer



15
14
–

HRBA@Tech · December 2023

AI exploded into the global popular consciousness in 
2022 with the launch by several private corporations 
of so-called ‘chatbots.’ These systems allow users 
to interact with AI-powered datasets using realis-
tic and human-sounding written interfaces, supple-
mented more recently by spoken and visual inter-
face modes. It is important to recall, however, that 
AI is much more than just chatbots, and that technol-
ogists have been developing AI systems long before 
2022. The Organization for Economic Cooperation and 
Development (OECD), which in 2019 proposed the first 
intergovernmental standard on AI,4 in November of 
2023 updated its definition of AI to “reflect the develop-
ments of the last five years, enhance technical accuracy 
and clarity and make it more ‘future-proof’.”5 The new 
definition reads that “[a]n AI system is a machine-based 

4. Recommendation of the Council on Artificial Intelligence, OECD AI Principles (Adopted May 22, 2019 and amended Aug. 11, 2023), 
https://legal instruments.oecd.org/en/instruments/oecd-legal-0449.

5. Luca Bertuzzi, “OECD updates definition of Artificial Intelligence ‘to inform EU’s AI Act,’” (Nov. 10, 2023) EURACTIV, https://www.
euractiv.com/section/artificial-intelligence/news/oecd-updates-definition-of-artificial-intelligence-to-inform-eus-ai-act/.

6. OECD.AI Policy Observatory, “OECD AI Principles Overview,” (accessed Nov. 11, 2023), https://oecd.ai/en/ai-principles.

7. Cognilytica, “About,” (accessed Nov. 11, 2023), https://www.cognilytica.com/about-us/. The OECD has also embraced this same 
framework, with attribution to Cognilytica.

system that, for explicit or implicit objectives, infers, 
from the input it receives, how to generate outputs such 
as predictions, content, recommendations, or decisions 
that can influence physical or virtual environments. 
Different AI systems vary in their levels of autonomy and 
adaptiveness after deployment.”6 AI is a broad field of 
computer science and engineering focused on creating 
smart machines capable of performing tasks that pre-
viously required human intelligence. This encompasses 
a wide variety of technologies and methods, including 
machine learning (where computers are trained to learn 
from data), natural language processing (which enables 
computers to understand and interact with human lan-
guage), robotics, computer vision, and more.

Cognilytica, a consulting firm specializing on best 
practices research, training and certification in AI, ML, 

Automation, Data and Analytics for various corporate 
customers,7 identifies seven core AI use cases: 

Figure 1: AI System (OECD) https://oecd.ai/en/ai-principles

1. Recognition: 

These systems are designed to identify and cate-
gorize objects in otherwise unstructured content. 
This can be used, for example to recognize images or 
speech patterns. 

2. Conversation & Human Interaction: 

This type of AI focuses on interactions with humans 
using text, images, audio, or other sensory stimuli meant 
for human consumption. Chatbots are a very prominent 
example of such use cases for AI.

3. Predictive Analysis & Decisions: 

These types of systems use machine learning to support 
humans in their decision-making capacity.  These sys-
tems include forecasting models based on AI, predic-
tive behavior models, and AI systems designed to sup-
port dynamic or predictive pricing models, etc. To qual-
ify as AI-based predictive analysis and decision support 
models, they must rely not merely on statistics, but also 
on an adaptive data acquisition model.

4. Goal-Driven Systems: 

These types of systems are designed to solve complex 
problems by means of trial and error. This often relies on 
reinforcement learning, where the system is incentiv-
ized to ‘learn’ based on a payoff reward scheme asso-
ciated with success. This can be used to simulate sce-

narios, play games, optimize resources, or solve itera-
tive problem scenarios.

5. Autonomous Systems: 

Autonomous systems can operate in physical hardware 
or software configurations, and generally are designed 
to do things autonomously, thereby minimizing human 
input and labor. Autonomous vehicles are examples of 
such autonomous systems.

6. Patterns & Anomalies: 

This use case for AI focuses on patterns and identi-
fying individual data inputs that may not fit pre-existing 
patterns. This can be useful to identify anomalies (for 
example to detect fraud) or also to predict new data 
that fits with a given pattern, for example predictive 
text models. 

7. Hyperpersonalization: 

Systems that use AI to create individualized profiles 
of users (or customers) that do away with categoriza-
tions based “buckets” and instead treat users as unique 
individuals. An example might be an online streaming 
account for films or music that is able to offer users 
customized and AI-generated recommendations for 
what to watch or listen to next.

AI systems can carry out these functions with a level of 
complexity and nuance that was previously thought to 
be beyond the reach of computer programs.

Figure 2: ©Cognilytica LLC (2023) https://www.cognilytica.com/the-seven-patterns-of-ai/
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The development of AI can be broken down into sever-
al generations, separated by decidedly blurry dividing 
lines. Only the first of these generations is currently 
technologically feasible, although the breakneck pace 
of AI development leads some to speculate that we 
must prepare for the imminent dawn of all three gen-
erations of AI. Different ethical and philosophical con-
siderations attach depending on which of these stages 
is being discussed. This arguably results in a situation 
where the term “AI ethics” encompasses a confusing, 
often-contradictory, and sometimes discordant range 
of discussions and recommendations. A more useful 
approach to AI ethics should first consider which gen-
eration of AI is being discussed.

Algorithmic Reasoning (not technically AI at all): 
Before what we now understand to be AI came into 
being, computer programmers already had decades of 
experience working with algorithmic reasoning. A sim-
ple excel spreadsheet, for example, is designed to help 
us do mundane algorithmic reasoning tasks at our own 
desktop computers. Other examples include sorting 
algorithms, search algorithms, and algorithms used to 
help facilitate mathematical computations. The dividing 
line between AI and algorithmic reasoning can be sub-
tle because AI models are trained, tested, and validat-
ed based on algorithms.

Algorithmic reasoning can be defined as the 
step-by-step computational procedures that fol-
low fixed rules to perform a task or solve a problem. 
Algorithms are explicit, well-defined instructions that 
a computer follows to achieve a specific outcome. 
This does not mean, however, that they are neces-
sarily deterministic in their outputs, as algorithms 
can also generate stochastic results. Algorithmic rea-
soning is useful to carry out specific tasks, but it relies 
on human programmers to update or adapt it consid-
ering past experiences or the discovery of “glitches” 
that may cause the algorithm to generate unwanted 
or unexpected results. 

AI systems, in contrast, are distinguished by their abil-
ity to learn from data and improve over time. They use 
data-driven models to make decisions, predictions, or 
generate insights. The dividing line between simple algo-
rithmic reasoning and AI systems is blurry but inherent 
in the system’s adaptability and capacity for learning. 
If a system can improve its performance over time with-
out being explicitly reprogrammed, it can be considered 
to be an AI system. AI systems are also characterized 

8. Alison Griswold, “The Self-Driving Cars Wearing a Cone of Shame,” (Jul. 11, 2023), Slate Magazine, https://slate.com/busi-
ness/2023/07/autonomous-vehicles-traffic-cones-san-francisco-cruise-waymo-cpuc.html.

by their capacity to handle complexity and their ability 
to learn in new and previously unpredicted situations, 
whereas traditional algorithms operate strictly within 
the confines of their predefined rules.

These distinctions are continually blurring as more sys-
tems integrate adaptive, learning-based approaches 
within traditional algorithmic frameworks. An AI system 
that can use “un-scrubbed” data, for example, to feed 
it into a classical algorithmic reasoning model might be 
described as an AI system layered on top of traditional 
algorithmic foundation to produce more user-friendly 
or dynamic data processing models but might also defy 
the simple binary logic of algorithm vs. AI.

Narrow AI (also ‘weak AI’): These are systems that can 
perform specific tasks as well as or better than humans. 
Almost all current AI applications, from chatbots to pre-
dictive algorithms, fall within this category. Ethical con-
cerns associated with Narrow AI systems often focus 
on privacy protections, algorithmic transparency, and 
concerns about built-in bias. They are ironically also cri-
tiqued for their lack of generality, or – to use more col-
loquial terminology – their lack of ‘common sense,’ as 
famously illustrated by self-driving cars that shut down 
when a protester places an orange cone on their hood.8 
Major ethical discussions also focus on the potential for 
Narrow AI technologies to be used by human agents for 
socially repugnant purposes or the potential for these 
technologies to cause widescale unemployment in mul-
tiple sectors of the economy.

General AI (also ‘strong AI’, ‘general purpose AI (GPAI),’ 
or ‘artificial general intelligence (AGI)’): At the time 
of this publication, AGI systems are not yet a reality. 
Current AI systems, including the most advanced ones, 
are still considered to be too ‘narrow’ or ‘weak’ to be 
described as AGI systems. True AGI systems would pos-
sess the ability to understand, learn, and apply intelli-
gence across a wide range of tasks, similar to the adapt-
able intelligence of humans. They would make it pos-
sible for one system to understand, learn, and apply its 
analytical capabilities across a wide variety of tasks. 
Such AGI systems would have a flexible form of intelli-
gence that would allow it to learn new fields, solve unfa-
miliar problems, and adapt to changing circumstanc-
es without additional programming tailored to each 
specific task.

Debate within the technology sector continues to rage 
as to when (if ever) AGI might become a technical pos-

sibility. Achieving this technological milestone would 
require significant advancements in machine learning 
and data processing, as well as breakthroughs in under-
standing human cognition and intelligence itself.9 In the 
2010s the “consensus view” among data scientists who 
presented papers at various prestigious computer sci-
ence conferences (where polling was conducted to gen-
erate predictions to this question) was that it would 
take about 50 years for AGI to develop.10 After the pub-
lic roll-out of certain advanced AI systems in 2022, 
however, some prominent data scientists, for exam-
ple Geoffrey Hinton, the supposed “godfather” of AI, 
began to shorten their estimates of how long it would 
take to twenty years or even less.11

Superintelligent AI: Moving even beyond AGI, which 
would still ultimately mimic human reasoning, some 
researchers are also speculating about an even more 
powerful generation of AI looming on the horizon 
beyond AGI. This type of AI would surpass human intel-
ligence across all domains, including creativity, gen-
eral wisdom, and problem-solving. Not only 
would Superintelligent AI be able to outper-
form the best and brightest human minds in 
all fields, but it would also be capable of excep-
tional problem-solving and innovation that would 
defy human ability to comprehend the scien-
tific basis for those innovations. Just like a child 
that may be able to use and appreciate the bene-
fits of a refrigerator, for example, without under-
standing the physics that make this machine 
work, humans interacting with Superintelligent AI 
would be forced to simply accept the outcomes 
of these AI systems without being able to under-
stand or verify the pathways that led the system 
to its discoveries.

Superintelligent AI systems, should they ever become 
a reality, could potentially improve their own capabil-
ities autonomously. They could essentially learn to 
reprogram themselves, leading to rapid and unprec-
edented growth in their own intelligence. The idea of 
Superintelligent AI systems remains speculative and 

9. Geoffrey Hinton, “Interview: ‘Godfather of artificial intelligence’ weighs in on the past and potential of AI,” (Mar. 25, 2023), CBS, 
https://www.cbsnews.com/news/godfather-of-artificial-intelligence-weighs-in-on-the-past-and-potential-of-artificial-intelligence/.

10. Cem Dilmegani, “When will singularity happen? 1700 expert opinions of AGI [2023],” (Nov. 28, 2023), AI Multiple blog post, https://
research.aimultiple.com/artificial-general-intelligence-singularity-timing/.

11. Geoffrey Hinton, supra note 9 (responding to the question by the interviewer of whether he is concerned by the potential for an 
imminent takeoff of AI, Hinton responds “until quite recently, I thought it was going to be like 20 to 50 years before we had General 
Purpose AI, and now I think it may be 20 years or less,” and responding further to the possibility of it happening within 5 years, he 
responds “I wouldn’t completely rule out the possibility”).

12. Vernor Vinge, “The Coming Technological Singularity: How to Survive in a Post-Human Era,” (Mar. 30-31, 1993), VISION-21 Sympo-
sium sponsored by the NASA Lewis Research Center and the Ohio Aerospace Institute, https://edoras.sdsu.edu/~vinge/misc/singu-
larity.html.

futuristic, but it has captured the attention of a range 
of AI ethicists thinking about how to meaningfully align 
the goals of even self-reinforcing and uncontrollable 
Superintelligent AI systems with human values and 
interests (the alignment problem) as well as how to con-
tain such Superintelligent AI systems with human-con-
trolled “kill switches” that could be used to turn such 
a system off in case it begins to generate unwanted 
results (the containment problem). 

Should these systems and safeguards fail, however, 
Superintelligent AI is often closely associated with the 
concept of “technological singularity,” which is the the-
oretical point when technological growth starts building 
exponentially upon itself in ways that humans can nei-
ther comprehend nor control. The term was popularized 
by Vernor Vinge in 1993, who wrote about the structur-
al forces pushing technologists inexorably towards sin-
gularity, even despite the generally accepted trepida-
tion about what it would mean to lose human agency 
of our own decision-making capabilities.;12

Such singularity is often associated with the apocalyp-
tic AI scenarios common in Hollywood depictions of 
AI and existential science-fiction depictions of tech-
nologically enabled human extinction. 

“Even if all the governments of the world were to 
understand the “threat” and be in deadly fear of 
it, progress toward the goal would continue.  
[. . . .]. [T]he competitive advantage -- econom-
ic, military, even artistic – of every advance in 
automation is so compelling that passing laws, 
or having customs, that forbid such things mere-
ly assures that someone else will get them first.”

Vernor Vinge
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A History of AI: 1956 to 2023
The idea of man-made intelligence has fascinated 
humanity for centuries. Europe in the Enlightenment saw 
the first “android,” a word derived from Greek roots 
meaning “manlike” and a concept introduced by the 
famed librarian and rationalist Gabriel Naude in 1625. 
French mechanist Vaucanson assembled some of 
these first androids in the 18th century in the form of 
an automaton flutist and defecating duck. These illu-
sory mechanical contraptions imitating nature would 
soon inspire the world’s first known calculator, the “dif-
ference engine” by Charles Babbage in the 1890s. 

Variations of artificial automata and machines sprung 
up in various parts of the world into the 20th century. 
It wasn’t until the mid-20th century, however, that the 
word “artificial intelligence” was coined as it is used 
today, as a result of early twentieth century scholars 
from fields as diverse as neuroscience, linguistics, phi-
losophy, computer science, psychology, and mathe-
matics crossing disciplinary boundaries to talk about 
man-made forms of intelligence. These collaborations 
led to the first ever “AI” conference at Dartmouth in 
the summer of 1956, a two-month workshop where 10 
scholars – whom today we might describe as the fore-
fathers of AI – presented their best attempts at algorith-
mic intelligence. One such algorithm was the Logic The-
orist by Newell, Simon, and Shaw from the Rand Corpo-
ration, a logic tree that could prove 38 of 52 theorems 
in the Principia Mathematica. The launch of this confer-
ence cultivated a new community of researchers and 
scholars surrounding “AI” and many subfields within it. 

Around this time, in 1954, machine translation 
took off following IBM and Georgetown research-
ers’ successful demonstration of a Russian to 
English translation program running on the IBM 701 
Electronic Data Processing Machine. Using a vocabu-
lary of 250 Russian words, six rules of ‘operational syn-
tax’ and some input punch cards, the IBM 701 could 
translate 60 Russian sentences into corresponding leg-
ible English sentences at a rate of one sentence every 
7 seconds. In the decade that followed, cold war anxi-
eties led to further research into fully automated Rus-
sian-English translation programs.

Throughout the twentieth century, trends in AI tech-
niques fluctuated between logic, rule-based and 

empirical approaches. Empiricists argued for machine 
learning centered approaches that calculated proba-
bilities and the likelihood of words or phrases based on 
previously seen data. Rationalists or theorists such as 
Noam Chomsky pushed for rules and syntax inherent 
in natural language and highlighted the importance of 
deduction. The latter approach initially dominated the 
field, especially in language AI, into the 1960s, and most 
cutting-edge programs resembled complex logical deci-
sion trees. The two approaches merged in the 1980s 
to popularize a new AI software, called expert systems, 
that could give advice on deeply specialist topics such 
as medication prescription or geological classification 
of rocks. While the earliest methods were closer to puz-
zle solvers and game optimizers enclosed in simula-
tions, AI techniques continued to evolve to tackle more 
complex and sophisticated problems in the real world.

Many of today’s AI innovations are oriented towards con-
sumer-facing business opportunities. Early advances in 
AI, however, were often driven by the U.S. national secu-
rity agenda funded by various US government entities. 
By the mid 1970s, for example, the Defense Advanced 
Research Projects Agency (DARPA) was funding 
between 80-90% of all major AI research labs, including 
at the Massachusetts Institute of Technology (MIT), 
Stanford, Stanford Research International (SRI), and 
Carnegie Mellon University (CMU). These ties to the U.S. 
national security apparatus often influenced the direc-
tion of research. Projects such as the Autonomous Land 
Vehicle (ALV) – an autonomous car project – and the 
Pilot’s Associate – a real time voice assistant to help 
pilots in combat flight – are prominent examples of 
technological innovations that might not have been 
prioritized had the research not been funded by the 
military industrial complex. 

The AI that we know today began with the ‘Deep  
Learning’ era, which took off in the early 2010s. A 
Princeton group launched the ImageNet contest in 
2010, in which it released a public dataset for competing 
teams’ AI models to classify 14 million hand-annotated 
images into 20,000 categories such as cat, husky dog, 
watercraft, and container ship. In 2012, AlexNet, a deep 
learning model based on convolutional neural network 
architecture, achieved the lowest error rate yet, sur-
passing the second-best model by more than 10 per-

centage points. As this multi-layered image classifier 
model dominated all other competitor models, it redi-
rected researchers to focus on more heavily layered, 
“deeper” models with ever more parameters. 

Since that time, the state-of-the-art models and the 
datasets needed to pretrain them have grown pro-
gressively larger. Model parameters began to number 
in the billions, as datasets scaled up to the range of tera-
bytes. They also started to encompass more modali-
ties (or input and output data types) and incorporate 
new combinations of modalities creating the possi-
bility of models such as text-to-image generation or 
video captioning. It was also around this time that pri-
vate and public institutions began to focus on AI ethics 
research. This was driven in part by AI researchers who 
began to notice the potential impact of biased models 
or datasets on users, for example when AI models were 
biased to favor one skin color, gender, lan-
guage, or cultural background. AI research 
began to move to address these issues 
with increasingly more comprehensive 
evaluation sets and safety protocols to 
guardrail AI deployment and usage. 

The recent history of AI would not be 
complete without mentioning OpenAI’s 
world-shattering contribution to the 
field of AI and its impact on the wider 
public’s awareness of AI. Chatbots have 
been a prominent way to conceptualize 
AI since the coining of the Turing Test in 
1950 (the test of whether an AI program 
could fool a user into thinking they were 
interacting with a human). Some of the 
best AI projects of the time were chatbots. ELIZA was 
one of the first chatbots to pass the Turing Test with a 
50% pass rate, acting as a Rogerian psychotherapist 
followed by other persona-behaving systems such as 
PC Politicians and PC Professor. Various plug-in chat-
bots also made the scene in systems like AOL as infor-
mation retrieval partner SmarterChild.  But an all-pur-
pose intelligence conversation partner seemed an elu-
sive feat until Open AI released ChatGPT in November of 
2022. ChatGPT was OpenAI’s multi-year series on nat-
ural language models, fine-tuned on human instruction 
feedback. While its problems with hallucination and 
bias have caused some to warn of the dangers of dis-
seminating less-than-perfect AI, ChatGPT represents 
a landmark in redirecting not only AI research but also 

13. Sam Altman as interviewed on Hard Fork Podcast; Kevin Roose, “‘I Think We’re Heading Toward the Best World Ever’: An Interview 
With Sam Altman,” (Nov. 20, 2023), New York Times, https://www.nytimes.com/2023/11/20/podcasts/hard-fork-sam-altman-tran-
script.html.

in shaping humanity’s relationship with AI. Sam Altman, 
CEO of OpenAI, has famously spoken about the down-
side risks of AI, and has advocacy publicly for a more 
balanced approach to AI safety by regulators as well as 
within the technology industry itself:13

Other companies, notably Adobe, Alphabet (par-
ent company to Google), Anthropic, IBM, Meta (par-
ent company to Facebook), and Microsoft (among 
many others) have entered the market with their 
own AI chatbots or AI ‘upgrades’ to their existing soft-
ware products. Outside of the United States, compa-
nies like Naver (Korea), the Alibaba Group (China), and 
Mistral (France) are also entering the increasingly com-
petitive market for AI.  At the end of 2023, AI applica-
tions are virtually certain to radically transform large 
swaths of the technology sector.

“I actually don’t think we’re all going to go extinct. [. . . .] I 
think we’re heading towards the best world ever. [. . . .] I 
wouldn’t work on this if I didn’t think it was going to be 
great. People love it already, and I think they’re going to 
love it a lot more. But that doesn’t mean we don’t need 
to be responsible and accountable and thoughtful about 
what the downsides could be. And in fact, I think the 
tech industry often has only talked about the good and 
not the bad. And that doesn’t go well either.”

Sam Altman
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The Promise of AI, from a  
Human Rights Perspective

14. Jacques Bughin et al., “Notes from the AI frontier: Modeling the impact of AI on the world economy,” (Sep. 4, 2018), McKinsey & 
Company, https://www.mckinsey.com/featured-insights/artificial-intelligence/notes-from-the-ai-frontier-modeling-the-impact-of-
ai-on-the-world-economy.

15. Jim Probasco, “Generative AI and Its Economic Impact: What you need to Know,” (Nov. 15, 2023), Investopedia, https://www.
investopedia.com/economic-impact-of-generative-ai-7976252.

16. Id.

17. World Economic Forum, Future of Jobs Report, at 33 (2023), https://www3.weforum.org/docs/WEF_Future_of_Jobs_2023.pdf.

18. Id.

19. Id.

20. Id.

21. Olivia Barbar, “How artificial intelligence will change decision making,” (Oct. 19, 2023), InData Labs, https://indatalabs.com/blog/
artificial-intelligence-decision-making.

22. Christina Pazzanese, “Great promise but potential for peril,” (Oct. 26, 2020), Harvard Gazette, https://news.harvard.edu/gazette/
story/2020/10/ethical-concerns-mount-as-ai-takes-bigger-decision-making-role/.

AI-enhanced technologies have the potential to radical-
ly change the world. Many of these anticipated chang-
es have substantial upsides, including from a human 
rights perspective. The tech industry and tech opti-
mists have been very vocal about the potential for AI to 
transform our communities for the better. Some of 
these arguments focus on the economic potential of 
AI. The astronomical profits that investors and propo-
nents of AI hope for are not, on their own, sufficient to 
generate real progress from a human rights perspec-
tive.  To do that, these profits must be redistributed to 
those in society who may otherwise lose out on these 
profits, typically by means of progressive redistribu-
tive policies designed to spread economic benefits of 
AI across all sectors of society. AI-enhanced technolo-
gies also have the potential to improve our physical and 
psychological well-being, which has a particular impact 
on our right to live healthy and productive lives.  Final-
ly, innovative human rights actors and public authori-
ties are turning to AI-enhanced technologies to aid in 
the promotion and protection of human rights in ways 
that were unimaginable in the past.

New economic opportunities:

AI has the potential to create new economic opportu-
nities across various industries. AI is anticipated to con-
tribute an additional $13 trillion to global economic activ-
ity by 2030.14 Generative AI is being applied to numer-
ous industries, including healthcare, finance, transpor-
tation, manufacturing, entertainment, and retail, and 
is expected to deliver substantial economic benefits val-
ued at $2.6~$4.4 trillion annually.15 The potential eco-

nomic benefits of generative AI include increased pro-
ductivity, cost savings, new job creation, improved deci-
sion-making, personalization, and enhanced safety.16 
These benefits have the potential – when coupled with 
progressive policies designed to spread the newly-cre-
ated wealth equitably across all sectors of society – to 
contribute towards the realization of economic, social 
and cultural (ESC) human rights, including better pub-
lic policies and services, improved educational oppor-
tunities, adequate standards of living, clean water, ade-
quate nutrition, and sanitation. 

New employment opportunities: AI has the potential 
to lead to job growth in fields that currently have only 
limited employment opportunities such as robotics, 
automation, and data science.17 The adoption of fron-
tier technologies, including generative AI, is anticipat-
ed to result in a significant 30-35% increase (equivalent 
to 1.4 million positions) in demand for roles focused on 
big data.18 This includes positions such as “Data Ana-
lysts and Scientists, Big Data Specialists, Business Intel-
ligence Analysts, Database and Network Professionals, [. 
. . .] Data Engineers,”19 and AI and machine learning spe-
cialists, resulting in the creation of an estimated 1 mil-
lion new jobs globally.20

Improved decision-making in the economy: AI technol-
ogy can improve decision-making in the economy by 
analyzing large datasets without error, providing faster, 
accurate, and more consistent decisions. AI enhanced 
decision making processes free up human minds to 
focus on strategic tasks that they (we) can still do bet-
ter than algorithms.21 For example, AI can support small 
players and individuals in the retail and consumer pack-
aged goods industry.22 AI can provide small business 

owners with detailed insights into crucial financial infor-
mation and emerging sales trends, allowing them to 
gain an enhanced understanding of their business envi-
ronment.23 Additionally, AI can also be used to improve 
the customer experience for understaffed businesses, 
where chatbots closely emulate the interaction style of 
human agents and deliver personalized care.24

Improving well-being and  
public health: 

Proponents of AI often talk about the potential of 
this technology to accelerate the pace of scientific inno-
vation in the health care sector. This promise, they argue, 
contributes directly towards our collective human right 
to health.  Indeed, the promise of AI to accelerate inno-
vation on previously unsolvable (or unaffordable) health 
care problems is substantial.

For these innovations to satisfy our human “right” to 
health, however, they would have to be accessible equi-
tably to all (regardless of race, class, gender, nationali-
ty, etc.) as a matter of right, and not merely as a poten-
tial option for those who happen to have the means 
to access these novel technologies. Undeniably, espe-
cially at this early stage of development, many of these 
AI-enhanced technologies are still in trial phase, or avail-
able only to the wealthy or those lucky-few who hap-
pen to have access to a hospital or doctor making use of 
them. This is true not only in the Global South, but also 
for most consumers in the Global North. Research and 
development in this sector remain closely tied to the 
expected profits associated with their potential uptake 
by paying customers. Thus, before these technologies 
can be said to truly address our human “right” to health, 
public expectations of who should benefit from these 
technologies would have to shift from being merely a 
privilege for the affluent few towards an entitlement 
for all to enjoy on an equitable basis. Any true progress 
from a human-rights based perspective would come 
about only when public (or private) authorities step in 
to guarantee access to these novel technologies for all 
sectors of society, regardless of their material wealth.

23. Id.

24. McKinsey & Company, “The economic potential of generative AI: The next productivity frontier,” (Jun. 14, 2023), https://www.
mckinsey.com/capabilities/mckinsey-digital/our-insights/the-economic-potential-of-generative-ai-the-next-productivity-fron-
tier#work-and-productivity.

25. FITNESS, “The Top 4 Ways AI Has Impacted the Fitness Industry,” (Sep. 2, 2023), https://abcfitness.com/abc-articles/the-top-4-
ways-ai-has-impacted-the-fitness-industry/.

26. Manishu Sahu, “How is AI revolutionizing the Fitness Industry?,” (Jul. 9, 2021), Analytic Steps, https://www.analyticssteps.com/
blogs/how-ai-revolutionizing-fitness-industry. 
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This is true not just within national jurisdictions but also 
across societies globally. While these technologies offer 
great promise in areas that currently have access to 
them, they would need to be shared globally, including 
in regions of the world with poor internet connectivity 
and weak data management traditions. For this to hap-
pen, there would have to be a significant commitment 
by private or public institutions, bolstered by internation-
al development collaboration, to ensure equal access to 
the fruits of these scientific innovations globally, and to 
close the gap in access to critical technologies that still 
prevents many parts of the globe from taking advan-
tage of these novel technologies.

Finally, many of these AI use cases depend on mining 
user data. Users may have privacy expectations cou-
pled with some of that data and might consider any 
commercial use of their data unacceptable, despite 
contractual provisions to the contrary that users may 
have signed to access a particular service. For any such 
AI use cases to be consistent with human rights stan-
dards, therefore, the use of data in developing and uti-
lizing such technologies should be in line with best-prac-
tice data protection standards.

Personalized interventions: AI is poised to become a 
powerful force in driving advances in individual health-
care and accessibility solutions. AI can help people track 
their own health by providing personalized guidance, 
information, and tailored fitness solutions as well as 
wearable fitness technology. Smart watches and other 
wearable health monitoring devices, for example, allow 
users to monitor their heart rates, sleep patterns, and 
activity levels.25 AI-based personal trainers also repli-
cate the role of human trainers through human pose 
estimation technology, including skeleton, contour, 
and volume modeling.26 One such fitness application 
is Freeletics, used by over 47 million people in over 160 
countries, which develops personalized programs and 
customized exercises from more than 3.5 million pos-
sibilities for every user.27 Companies are also producing 
fitness clothing that includes sensors to help correct 
biomechanics (e.g., golf swings) and enhance athlet-
ic performance metrics. For instance, Asensei’s intelli-
gent clothing, which has five inertial sensors that gen-
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erate data to enhance posture and timing in sports, can 
help users with yoga and strength training. AI can also 
assist users with diet and nutrition planning by tracking 
personalized data and automating tasks, such as diet 
recording, to provide insights and solutions. Nuvilab’s 
AI program can be used to analyze dietary habits and 
provide reports on the nutritional intake rate of each 
menu.28 This can be especially helpful for chronic dis-
ease patients and seniors in care facilities.29

The Special Rapporteur on persons with disabilities has 
highlighted how AI systems have a significant potential 
to improve accessibility through assistive and mobili-
ty-enhancing technologies that allow persons with dis-
abilities to identify accessible routes or help persons 
with poor vision. Other AI-assisted technologies, such as 
adaptive learning platforms, one-to-one tutoring, signing 
and speech-to-text software, can enable persons with 
disabilities to interact with others, gain social skills, and 
access information and education opportunities.

Early detection and accurate diagnosis: AI can also be 
used to detect and diagnose diseases with more accu-
racy and at earlier stages than was possible using pre-
vious technologies. According to the American Cancer 
Society, a large proportion of mammograms yield false 
results.30 An AI program developed by researchers at 
the Houston Methodist Research Institute in Texas can 
reliably interpret mammograms and translate patient 
data into diagnostic information with 99% accuracy and 
30 times faster than a human clinician.31 AI’s data stor-
age and review capabilities can also assist healthcare 
professionals do their work. IBM’s Watson for Health, 

28. Saemoon Yoon et al., “Emerging tech, like AI, is poised to make healthcare more accurate, accessible and sustainable,” (Jun. 21, 
2023), World Economic Forum, https://www.weforum.org/agenda/2023/06/emerging-tech-like-ai-are-poised-to-make-healthcare-
more-accurate-accessible-and-sustainable/.
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by reviewing and storing medical information, helps 
healthcare organizations access vast amounts of health 
data and diagnoses.32 Additionally, Google Research 
and DeepMind’s MedPaLM is an AI-powered chatbot 
and LLM for the medical community that generates 
answers using datasets regarding research and con-
sumer queries.33

Mental health support: AI also has the potential to 
become a mental health resource, thus addressing the 
shortage of mental health professionals in some com-
munities.34 Machine learning algorithms show great 
potential to identify mental health problems including 
depression and anxiety at an early stage, for example 
by analyzing users’ social media posts, speech patterns, 
and digital interactions.35 AI natural language processing 
can help professionals diagnose patients, and conver-
sational agents like chatbots can engage with users to 
assess their mental state.36 Moreover, AI-enhanced 
virtual reality technology can provide immersive ther-
apeutic experiences for individuals suffering from trau-
ma and anxiety and offer immersive exposure thera-
py to help patients manage their distress with expo-
sure to controlled stressors.37 Additionally, through pre-
dictive analytics and data mining, AI can utilize patient 
data (e.g., genetics, medical history, lifestyle, treat-
ment responses) to develop personalized treatment 
plans.38 AI-driven education tools can also help pro-
vide self-help and self-care resources and updates on 
the latest therapies and practices.39 Self-care mental 
health AI platforms are gaining in popularity. One such 
example is Kintsugi Voice, which uses AI-backed voice 
journaling to detect signs of stress and mental health 

conditions just by listening to the user’s voice,40 pro-
viding real-time insights into users’ mental health and 
recommendations for support.41

Protecting human rights

AI technology can also be used to promote and pro-
tect human rights. AI technology can be used to enable 
broader and more effective surveillance for cases of 
human rights infringement.42 AI, when used to gather 
and analyze information, can serve as a “force multipli-
er,” allowing human rights activists to analyze a much 
larger sample of cases that require attention.43

Combating harmful content: Social media platforms and 
intermediary content providers are increasingly trying 
to remove illegal or offensive content in keeping with 
their content moderation policies. These policies must 
deal with the thorny issue of what to do with content 
that is potentially controversial or intentionally offen-
sive, but that does not necessarily rise to the level of 
outright illegal content (e.g., hate speech). Social media 
companies are turning to AI to filter through enormous 
amounts of content to rapidly identify postings that may 
be in breach of their terms of service or internal con-
tent-moderation guidelines. Misinformation, defined as 
information that is false or that might mislead its view-
ers, has earned much attention as a result of the 2016 
US Election and the 2020 COVID pandemic. Meta, for 
example, uses AI to comb through multiple news sourc-
es, identifying information that has already been prov-
en to be false.44 Meta also uses AI to analyze how data 
is shared across social media allowing it to trace how 
fake news spreads.45

40. Bryan Robinson, “Workers Using AI Technology Taking Mental Health Into Their Own Hands,” (Sep. 2, 2023), Forbes, https://
www.forbes.com/sites/bryanrobinson/2023/09/02/workers-taking-wellness-into-their-own-hands-using-ai-backed-mental-
health/?sh=69ba59955ee4.

41. Id.

42. Anne Dulka, The Use of Artificial Intelligence in International Human Rights Law, 26 Stanford Technology Law Review 316, 329 
(2023).

43. Jessica Fjeld et al., Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-Based Approaches to Principles for 
AI, 2020-1 Berkman Klein Center 60 (2020). This potential of AI technology was examined in the hypothetical introduced in Chapter 
6 of the 2022 Framework Document.

44. Meta, “Here’s how we’re using AI to help detect misinformation,” (Nov. 19, 2020), https://ai.meta.com/blog/heres-how-were-us-
ing-ai-to-help-detect-misinformation/.

45. Tom Cassauwers, “Can artificial intelligence help end fake news?,” (Apr. 15, 2019), European Commission, https://ec.europa.eu/
research-and-innovation/en/horizon-magazine/can-artificial-intelligence-help-end-fake-news.

46. Report of the Special Rapporteur on the Promotion and Protection of the right to freedom of opinion and expression, (Oct. 26, 
2018), General Assembly, 73rd Session (A/73/348).

47. Dulka, supra note 42, at 330-42.

48. Amy Lynn Smith, “Building a Collaboration to Protect Human Rights Defenders,” https://unhumanrights.medium.com/build-
ing-a-collaboration-to-protect-human-rights-defenders-26457ae8abd0

Automated content moderation also helps limit the 
risks of traumatization for human content moderators, 
who are often based in the Global South, who other-
wise would be forced to personally filter through and 
categorize harmful content so that regular users do not 
have access to it. 

Notwithstanding the clear need for AI systems to 
facilitate the removal of illegal or harmful content 
in an ever-expanding information ecosystem, the 
Special Rapporteur on freedom of opinion and expres-
sion has also warned that AI-based content modera-
tion systems are still limited in their ability to assess 
“context and take[] into account widespread variation 
of language cues, meaning and linguistic and cultural 
particularities.”46

Monitoring and managing human rights infringements: 
AI has been used to monitor, quantify, and forecast 
human rights infringements or potential threats to 
human rights. This includes cases where AI was used to 
quantify the extent of destruction in rural Darfur (Sudan), 
forecast international displacement, monitor the media 
for disinformation campaigns, and the track death pen-
alty cases or rates of illegal deforestation in protection 
areas. AI has also been used to analyze thermal data 
to monitor ethnic violence in Myanmar, and machine 
learning has been used to track abuse against wom-
en on “X” (formerly Twitter).47 The OHCHR has funded 
a project with Dataminr to improve its early warning 
capacity by training an AI model to use human rights 
indicators to generate leads from the media on attacks 
against human rights defenders.48 Additionally, AI can 
also be used as a tool to simplify tasks such as trans-
lation, which is essential for many human rights activ-
ists working across linguistic borders.
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49. Bernard Marr, “The dangers of not aligning artificial intelligence with human values,” (Apr. 1, 2022), Forbes, https://www.forbes.
com/sites/bernardmarr/2022/04/01/the-dangers-of-not-aligning-artificial-intelligence-with-human-values/?sh=2425f680751c.

50. Id.

51. Edd Gent, “What is the AI alignment problem and how can it be solved?,” (May 10, 2023), New Scientist, https://www.newscientist.
com/article/mg25834382-000-what-is-the-ai-alignment-problem-and-how-can-it-be-solved/.

52. Pedro A. Ortega, Maini Vishal, DeepMind safety team, “Building safe artificial intelligence: specification, robustness, and assur-
ance,” (Sep. 27, 2018), DeepMind Safety Research – Medium (archived from the original on Feb. 10, 2023, retrieved Jul. 18, 2022), 
https://deepmindsafetyresearch.medium.com/building-safe-artificial-intelligence-52f5f75058f1.

53. Thilo Hagendorff, “Deception Abilities Emerged in Large Language Models,” (Jul. 31, 2023), arXiv:2307.16513, https://arxiv.org/
abs/2307.16513.

In addition to the upsides – some already materializing 
and some still speculative – that AI technologies prom-
ise to bring to society, there are also a number of threats 
– again some already materialized and some still specu-
lative – that have growing numbers of human rights 
activists concerned about the potential impacts of AI on 
our societies.

Non-alignment

Non-alignment occurs when AI’s methods do not 
align with the values of human society. The AI align-
ment problem refers to the challenges caused by the 
fact that machines do not always have the capacity to 
intuit what values, goals, and ethical principles might 
govern human behavior.49

The use of AI can sometimes lead to inhumane results. A 
case in point may be the autonomous vehicle crash that 
led to the death of Elaine Herzberg in Tempe, AZ (USA) in 
2018, in what is known as the first known 
incident of a human death caused by an 
autonomous vehicle. Because AI lacks 
what we might refer to as a human “com-
mon sense,” the self-driving test vehicle 
failed to comprehend the significance 
of a pedestrian crossing a road without 
a crosswalk. The system was unprepared 
to deal with a pedestrian in the middle of 
the road, costing Ms. Herzberg her life.50 
The accident, strictly speaking, was not 
the “fault” of the AI enhanced system 
(since it had not been trained to recog-
nize or anticipate this danger). Yet any 

human driver would have had no problem quickly ana-
lyzing this unexpected danger and properly responding 
to it in ways that would have protected the victim’s life. 

Despite the personification that we often give AI sys-
tems that seemingly mimic human thought and speech 
patterns, especially the LLM-based chatbots that have 
dominated popular understandings of AI since 2022, 
AI systems do not actually “think” the way humans 
do. Engineers must be extremely careful spelling out 
exactly what we want AI-enhanced technologies to 
accomplish, and any failures to anticipate unexpected 
misalignments can result in unpredictable and poten-
tially harmful outcomes.51 Solutions to securing the 
alignment of AI systems to human objectives include 
instilling a complex value system in AI, eliminating the 
potential for a super-intelligent AI to use deceptive tac-
tics to “outsmart” human efforts to realign an AI sys-
tem gone awry, developing scalable oversight strategies, 
finding ways to audit and interpret AI models, and pre-
venting emergent AI behaviors like power-seeking.52,53

The non-alignment problem regarding AI can be a chal-
lenge to various human rights.54 Often the subject of 
dystopian science-fiction writers and film directors, 
the specter of an AI system instructed to “efficiently 
make paper clips,” popularized by Oxford Philosopher 
Nick Bostrom, is emblematic of the alignment prob-
lem. While initially aligned perfectly with the presumed 
intention of its human instructor, the AI initially maximiz-
es the efficiency of existing paper-clip manufacturing 
processes, for example by streamlining the production 
process, reducing waste, and improving the efficien-
cy of the company’s resource supply chain. With time, 
however, the AI might decide to fire the management 
and employees of the company (perhaps to increase 
the efficiency, or get decision makers out of the way 
who refuse to engage in unfair or unethical business 
practices). Moving further, the AI might decide to begin 
diverting resources from other valuable production pro-
cesses (for example automobile production) to further 
increase its own ability to produce paper clips, and 
finally – in a dystopian flourish – transform all available 
resources on the globe and beyond towards the exclu-
sive objective of producing more paper clips. This admit-
tedly absurd hypothetical illustrates the challenge of 
giving an AI system – especially one that is “super-in-
telligent” – instructions complete enough to anticipate 
human priorities. 

A second problem with alignment is the age-old impos-
sibility of determining what “human” priorities or values 
might be. The values of an individual consumer might 
well diverge from those of a community or “society 
at large,” thus posing an inevitable tension between 
empowering the individual users of an AI-enabled sys-
tem who wish to further their personal interests, and 
those designing the system that intend to make its use 
align with their understanding of public well-being. 

54. United Nations, “International Bill of Human Rights,” (accessed Nov. 21, 2023), https://www.ohchr.org/en/what-are-human-rights/
international-bill-human-rights.

55. Interview with Dario Amodei, CEO of Anthropic, on Hard Fork Podcast (Jul. 21, 2023),  https://www.nytimes.com/2023/07/21/
podcasts/dario-amodei-ceo-of-anthropic-on-the-paradoxes-of-ai-safety-and-netflixs-deep-fake-love.html.

56. Id.

57. Lucia Vincente et al., “Humans inherit artificial intelligence biases,” 13 Scientific Reports 1 (2023), https://pubmed.ncbi.nlm.nih.
gov/37789032/.  See also Cathy O’Neil, Weapons of Math Destruction (2017), Harlow, England, Penguin Books.

58. Pauline Kim, Race-Aware Algorithms: Fairness, Nondiscrimination and Affirmative Action, 110 Cal. L. Rev. 1539, 1548 (2022),  
https://static1.squarespace.com/static/640d6616cc8bbb354ff6ba65/t/642e49fb5fc3cf0d7907ce4c/1680755195759/
Kim+36+post-EIC.pdf.

59. Karen Hao, “This is how AI bias really happens—and why it’s so hard to fix,” (Feb. 4, 2019), MIT Technology Review, https://www.
technologyreview.com/2019/02/04/137602/this-is-how-ai-bias-really-happensand-why-its-so-hard-to-fix/.

60. Leonardo Nicoletti et al., “Humans are Biased. Generative AI is even Worse”, (June 12, 2023) Bloomberg News, https://www.
bloomberg.com/graphics/2023-generative-ai-bias/.

Anthropic is one AI company that is well known for grap-
pling with this tension. Rather than use reinforcement 
learning (RL) techniques to design the guardrails on its 
LLM model (“Claude”), the company chose instead to 
design a “constitution” against which the “Claude’s” 
outputs could be measured – in essence training  
“[t]he AI [to take] the place of what the human [RL] con-
tractors used to do.”55 In describing their approach, the 
CEO described turning first to the Universal Declaration 
of Human Rights because “most people can agree on 
basic concepts of human rights.”56 Given their overar-
ching normative claim to supposedly articulate “uni-
versal” standards of right and wrong, human rights lend 
themselves well as a baseline for such deliberations.  

Bias and discrimination

As Anthropic’s “constitutional” approach to AI seeks 
to demonstrate, AI can be used as a powerful tool to 
detect and combat harmful human biases. Nonetheless, 
many AI algorithms are “a product of human design,” 
and therefore often perpetuate past decision-making 
processes that could also be tinged by systemic bias. 
By building on these foundations, they may produce 
“systematic errors in outputs or processes,” particu-
larly in the form of AI bias.57

AI can introduce two types of bias, statistical and soci-
etal.58 Statistical bias occurs when the model’s training 
data is not representative of the entire population. 
For example, a deep-learning algorithm may be trained 
on a greater number of photos featuring light-skinned 
faces than darker-skinned faces.59 This has led to 
creation of AI tools designed to identify the gender 
in photos demonstrating greater accuracy in classi-
fying the gender of individuals with lighter skin tones.60 
The Special Rapporteur on the rights of persons with 
disabilities has also provided examples of the potential 

“[. . . .] you’ve made something that is smarter than every 
human. But you, the human, have to be smart enough to 
ensure that it always acts in your interests, even though 
by definition it is way smarter than you.”

Casey Newton  
(NY Times Tech Reporter and co-host of the Hard Fork Podcast)

“Yeah, we need some help there.”

Sam Altman (CEO of OpenAI)
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discriminatory applications of AI systems for persons 
with disabilities, for instance through the use of soft-
ware to screen employment applications. Biased data 
sets and models may not only discard disabled candi-
dates but also contribute to a self-perpetuating cycle 
of exclusion of persons with disabilities as the system 
is fed with more discriminatory data. The use of AI-driv-
en tools can further hinder access to employment of 
persons with disabilities, for instance whenever aptitude 
tests are involved in the recruitment process, which 
may fail to consider an individual’s need for assistive 
technologies. Similarly, hiring processes that rely on 
AI tools for interviewing candidates may discard can-
didates with disabilities if the system misreads their 
facial and vocal expressions or eye contact.

Societal bias, on the other hand, arises when the data 
used to train an AI system, while accurate, reflects 
existing disparities between societal groups due to 
systemic biases.61 For instance, a model may antici-
pate a higher loan default risk within certain popula-
tion groups due to actual earnings disparities resulting 
from labor market discrimination.62 Predictive policing 
is another area in which human rights experts have 
raised concerns about the risk of racial and ethnic bias-
es feeding into AI systems. Specifically, the UN Special 
Rapporteur on racism has highlighted the case of the 
Gangs Violence Matrix, a database used in the UK for 
police officers to allocate policing resources using 
multiple sources, including criminal records, statis-
tics, and neighborhood demographics.63 The Special 
Rapporteur called out the disproportionate reliance on 
predictive technologies in areas mostly populated by 
racial and ethnic minorities, resulting in over-policing 
of ethnic minority groups. A similar case in the US, with 

61. Kim, supra note 58, at 1548. 

62. Id. at 1549.

63. E. Tendayi Achiume, “Racial discrimination and emerging digital technologies: a human rights analysis: Report of the Special 
Rapporteur on contemporary forms of racism, racial discrimination, xenophobia and related intolerance,” (Jun. 18, 2020), Human 
Rights Council (44th session: A/HRC/44/57).

64. Leila Miller, “LAPD will end controversial program that aimed to predict where crimes would occur,” (Apr. 21, 2020), Los Angeles 
Times, https://www.latimes.com/california/story/2020-04-21/lapd-ends-predictive-policing-program.

65. https://documents-dds-ny.un.org/doc/UNDOC/GEN/G21/379/61/PDF/G2137961.pdf?OpenElement par. 59

66. https://documents-dds-ny.un.org/doc/UNDOC/GEN/G21/379/61/PDF/G2137961.pdf?OpenElement par. 54

67. https://documents-dds-ny.un.org/doc/UNDOC/GEN/G21/249/21/PDF/G2124921.pdf?OpenElement par. 24

68. James Manyika et al., “What Do We Do About the Biases in AI?,” (Oct. 25, 2019), Harvard Business Review, https://hbr.org/2019/10/
what-do-we-do-about-the-biases-in-ai (discussing use of AI in legal enforcement and recruiting); Katherine Igoe, “Algorithmic Bias 
in Health Care Exacerbates Social Inequities — How to Prevent It,” (Mar. 12, 2021), Harvard T.H. Chan School of Public Health, https://
www.hsph.harvard.edu/ecpe/how-to-prevent-algorithmic-bias-in-health-care/ (discussing the same in healthcare).

69. Rachel Goodman, “Why Amazon’s Automated Hiring Tool Discriminated Against Women,” (Oct. 12, 2018), ACLU, https://www.aclu.
org/news/womens-rights/why-amazons-automated-hiring-tool-discriminated-against.

the former use of a tool called PredPol by the LAPD, has 
led to increased surveillance of ethnic minorities, which 
exacerbated existing biases under the presumed objec-
tivity and neutrality of algorithmic decision-making.64 

Predictive surveillance using AI models is also used 
in immigration management in the US, where the 
Homeland Security Investigations agency has been 
applying social media profiling to scrutinize visa appli-
cants and holders. The Special Rapporteur on racism 
has raised concerns about the potential of such tools 
to reproduce ‘racially discriminatory feedback loops.’65 
Similarly, the Special Rapporteur  on racism has ana-
lyzed the impact of smart border technologies and 
AI surveillance infrastructure on migration routes along 
the US-Mexico border, as they push migrants on precar-
ious journeys while disproportionately targeting certain 
ethnic and racial groups.66 Predictive AI assessments 
are being used despite their ‘probabilistic nature,’67 
leading to potential violations of the rights to privacy, fair 
trial, freedom from arbitrary arrest and detention, and 
the right to life. Individuals may be deemed to be like-
ly security threats based on predictive biometrics pro-
duced by facial recognition systems, often negatively 
impacting their chance to seek asylum in a host country.

Without keeping humans in the loop, such bias in AI deci-
sions may perpetuate existing disparities, if not worsen 
them. This is especially true when the technologies are 
used in sensitive areas, such as criminal law, employ-
ment, border control, and healthcare.68 One exam-
ple of this is Amazon’s now-defunct hiring algorithm 
that was shown to discriminate against female appli-
cants.69 Provided mostly with resumes of male soft-
ware engineers as its training data, the AI-system 

learned to develop a preference for male candidates,70 
and subsequently downgraded resumes that included 
the word “women’s” and preferred those with vocab-
ularies that male candidates tend to use, such as “exe-
cuted” and “captured.”71 Similar discriminatory out-
comes have been reported in the use of algorithms to 
identify patients who could benefit from a “care coor-
dination program.”72 This tool considers the health cost 
of a patient, such as insurance claims, to predict their 
need of special services.73 But racial minority groups 
encounter barriers to healthcare access even when 
insured, resulting in lower medical expenses.74 Conse-
quently, AI systems are less likely to recommend spe-
cialized care for them compared to their European-her-
itage counterparts.75

The Special Rapporteur on racism has similar-
ly showcased the use of Prometea, a voice recog-
nition and machine learning software, by courts in 
Argentina, Colombia, and the Inter-American Court of 
Human Rights to automate judicial decision-making, 
raising concerns about the software’s opacity and the 
ensuing impossibility of determining whether there are 
any biases in its design, inputs, or outputs.76 Courts have 
used AI, inter alia, to help them determine whether a 
case is admissible on the merits. Since the model 
is trained on the courts’ precedent decisions, howev-
er, the Special Rapporteur raised concerns whether the 
system might not inadvertently reproduce and ampli-
fy historical biases that may have implicitly informed 
that prior jurisprudence.77

As such examples illustrate, although AI can help 
mitigate bias and discrimination, its growing use in 
high-stake scenarios, especially in providing access to 

70. Jeffrey Dastin, “Insight - Amazon scraps secret AI recruiting tool that showed bias against women,” (Oct. 11, 2018), Reuters, https://
www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-
against-women-idUSKCN1MK08G/?utm_source=morning_brew.

71. Goodman, supra note 69.

72. Ziad Obermeyer et al., Dissecting racial bias in an algorithm used to manage the health of populations, 366 Science 447, 448 
(2019).

73. Id. at 449.

74. Id. at 450.

75. Id.

76. Achiume, supra note 63.

77. https://giswatch.org/node/6166.

78. IBM, “What are AI hallucinations?,” (accessed Nov. 21, 2023), www.ibm.com/topics/ai-hallucinations.

79. Boris Babic et al., “When machine learning goes off the rails,” (Jan.-Feb. 2021), Harvard Business Review, https://hbr.org/2021/01/
when-machine-learning-goes-off-the-rails?registration=success.

80. Id.

81. IBM, supra note 78.

basic human rights services may also lead to inequita-
ble outcomes.

Inaccuracy  
(including hallucination)

Inaccuracy in AI is when an AI program fails to 
draw out a factually correct or robust conclusion. 
Hallucination is a subpart of inaccuracy, where the AI, 
specifically LLMs, formulates a grammatically correct 
but factually unfounded conclusion that is nonsensi-
cal or inaccurate.78

AI models may be prone to generating inaccurate one 
or more of the following structural factors, ranging from 
the way in which the training data was compiled to the 
quality of the training data itself.79 The dataset used to 
train the AI may have been flawed, for example when a 
dataset is too small or includes incorrect or misleading 
samples.80 The AI system may be statistically more 
likely to hallucinate in such a scenario simply because 
it lacks the overwhelming volume of properly curat-
ed training data to keep it outputs within the realm of 
what a human expert might consider to be “accurate” 
outputs. Hallucinations can occur when the language 
models generate outputs that move beyond the tenor 
of the “verified” materials in the training data, are incor-
rectly decoded by the transformer, or do not follow any 
identifiable pattern at all.81 Second, the AI system may 
be deployed by a user in an environment that differs 
substantially from the use cases foreseen during the 
algorithm’s training process. This is often also described 
as the “robustness” of a training model, and has less to 
do with the Ai’s training process and more to do with 
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the lack of generality – perhaps by design – of many 
of today’s AI models. Predicting the unforeseeable 
environments in which AI systems may be put to use 
is becoming an increasingly challenging task, and (so 
far at least) no amount of data can conceivably antici-
pate all of the possible nuances and unforeseen even-
tualities that occur in the real world.82 Third, an AI sys-
tem may be deployed to handle a task that is simply 
too complex for it to achieve. In situations with multiple 
parameters may be at play, even today’s most sophisti-
cated AI systems may still generate erroneous output. 

Inaccuracy and hallucination in AI could be dangerous 
because they can lead to prejudiced or flat-out incorrect 
results. Many of the leading AI service providers 
today have had a history of providing inaccurate 
information, sometimes rooted in prejudice.83 
The primary risk with hallucination is when the 
outputs of an AI system are no longer verified 
by competent professionals, but rather taken 
at face value or used as inputs for another pro-
cess, as happened infamously when a lawyer in 
the United States filed court documents that had 
been researched and written by a hallucinating 
chatbot citing to plausible sounding cases as 
precedent that simply did not exist.84 This risk 
is thus less a danger inherent to AI as a technol-
ogy, and more a failure by humans to understand 
the inherent limitations of the technology.

Non-transparency 

According to the Cambridge Dictionary, the definition of 
the word “transparency” refers to the “quality of being 
done in an open way without secrets.”85 A lack of trans-
parency in AI is a condition in which human analysts can 
no longer understand how and why an AI system makes 

82. Babic et al., supra note 79.

83. Id.

84. Molly Bohannon, “Lawyer Used ChatGPT In Court—And Cited Fake Cases. A Judge Is Considering Sanctions,” (Jun. 8, 2023), Forbes, 
https://www.forbes.com/sites/mollybohannon/2023/06/08/lawyer-used-chatgpt-in-court-and-cited-fake-cases-a-judge-is-con-
sidering-sanctions. 

85. Cambridge Dictionary, “transparency,” (accessed Nov. 21, 2023), https://dictionary.cambridge.org/dictionary/english/transpar-
ency.

86. Eric Best, “How Wells Fargo Builds Responsible Artificial Intelligence,” (Sep. 12, 2023), Wells Fargo, https://stories.wf.com/
how-wells-fargo-builds-responsible-artificial-intelligence/.

87. Amodei, supra note 55.

88. Stephan Sonnenberg et al., Towards a Human Rights-Based Approach to New and Emerging Technologies: A Framework, at 62 
(2022), https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4587332.

89. Thomas, Mike, “12 Risks and Dangers of Artificial Intelligence (AI),” (Oct. 31, 2023), Builtin, https://builtin.com/artificial-intelligence/
risks-of-artificial-intelligence.

a certain decision or generated a certain outcome.86 
This is often described as the “black box” problem, in 
that AI systems reach impressively plausible outcomes, 
but the precise analytical processes these systems 
use to generate those outcomes are hidden behind an 
impenetrable “black box.” As AI-powered autonomous 
systems make decisions without the involvement of (or 
with less meaningful oversight by) human analysts, the 
non-transparency of AI systems presents yet another 
layer of risk, especially from a human rights perspec-
tive, where analysts might want to know whether an 
AI system is using “legitimate” vs. “illegitimate” criteria to 
reach a conclusion. Dario Amodei (CEO of Anthropic):87

The innate complexity of AI and its designs can lead 
to confusion regarding how AI reaches its results.88 
The difficulty can lead to distrust and resistance to 
these new technologies among consumers.89 They can 
also lead to genuine safety and performance issues 
when AI systems or applications are not trained and 
tested properly, giving rise to threats to personal safety 
or well-being. Safety and performance issues can arise 

if AI applications are not implemented and tested prop-
erly, posing threats to personal safety.90

In 2020, a court in the Netherlands held that an AI-en-
abled system called “SyRI,” designed to detect wel-
fare fraud, was insufficiently transparent and thus the 
court was unable to follow how the system reached a 
particular conclusion.91 The court in that case argued 
that it was impossible to ascertain whether the sys-
tem’s interference with the applicant’s right to privacy 
was justified given that the government had not (and 
could not) publicize the risk model used by the AI sys-
tem. Individuals thus had no way to adjust their behav-
ior according to accessible and foreseeable information 
on how their data would be used. As a consequence, the 
court argued that the system’s method of collecting 
data could not be justified, despite the desire by policy 
makers to tackle welfare fraud. The UN Special Rappor-
teur on extreme poverty, who intervened with an amic-
us curiae brief in that case, argued that “severe human 
rights problems [can] emerge when welfare states turn 
into digital welfare states,”92 and warned of the need 
for the social benefits to be weighed against the risks to 
human rights, a balancing process predicated on trans-
parency. The lack of transparency in AI systems inev-
itably leads to the problem of lacking accountability. 

Lack of accountability

Accountability in AI involves “the expectation that orga-
nizations or individuals will ensure the proper func-
tioning, throughout their lifecycle, of the AI systems 
that they design, develop, operate or deploy.”93 As AI 
systems become more prevalent (and often deployed 
in sensitive or high-risk settings), the questions of who 
(or what) should bear the responsibility for the impact 

90. Kevin Buehler et al., “Getting to know—and manage—your biggest AI risks,” (May 3, 2021), McKinsey & Company, https://www.
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98. Cooper et al., supra note 94, at 870-71.
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of the AI-systems becomes increasingly relevant. In the 
absence of clear mechanisms to determine whom to 
hold accountable, the widespread proliferation of AI may 
create dangerous accountability loopholes.94

The intricate nature of AI technologies introduces at 
least two barriers to developing accountable AI systems. 
The first involves the “many hands” problem, where 
numerous actors are involved in the development and 
deployment of AI systems.95 This dynamic makes it dif-
ficult to ascribe responsibility for any harm resulting 
from an AI system.96 Second, the “black box” quality of 
AI-enabled processing only adds to the lack of account-
ability, especially with technologies utilizing deep neu-
ral networks.97 In such cases, companies might seek 
to attribute harm to the technology itself rather than 
accept some collective sense of accountability for the 
operation of their AI systems.98

In practice, it is often unclear how exactly an AI sys-
tem falls short (i.e., what caused the faulty decision 
that led to an accident, a breakdown, or an unfair out-
come). When an AI system fails, therefore, there will be 
a predictable accountability gap, both legally and eth-
ically speaking. To the extent that these mechanisms 
are designed to incentivize responsible behavior (by 
means of a legal or moral deterrent to negligence or 
intentional wrongdoing), it will be increasingly difficult 
to hold the various agents involved in the creation and 
deployment of AI (e.g., the algorithm developers, the 
system deployers, the financiers, etc) responsible when 
the system fails.99

As society increasingly comes to entrust high-stakes 
tasks to AI systems, the implications of AI’s lack of 
accountability will become correspondingly more 
problematic. Autonomous vehicles provide one clear 
example. In 2018, a self-driving Uber vehicle struck 

“Even if all the governments of the world were to 
understand the “threat” and be in deadly fear of 
it, progress toward the goal would continue.  
[. . . .]. [T]he competitive advantage -- econom-
ic, military, even artistic – of every advance in 
automation is so compelling that passing laws, 
or having customs, that forbid such things mere-
ly assures that someone else will get them first.”

Dario Amodei (CEO of Anthropic)87
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and killed a pedestrian due to its inability to “classify 
the pedestrian moving body as an object to be avoid-
ed.”100 Although Uber had developed and deployed 
the AI-based vehicle, it was able to avoid legal liabili-
ties for the death. Instead, the “safety driver” who had 
been overseeing the vehicle was charged with negli-
gent homicide.101 While some might describe this as 
a miscarriage of justice, without proper accountabili-
ty mechanisms, legal systems may not always be able 
to ascribe responsibility for the failings of AI systems 
to those entities most appropriate to bear the costs of 
these new technologies.102

Some tentative steps towards accountability are being 
made. In the United States the Government Account-
ability Office (GAO), for example, has developed an 
AI Accountability Framework to ensure responsible 

100. Madeleine Claire Elish, “Who Is Responsible When Autonomous Systems Fail?,” (Jun. 15, 2020), Centre for International Gover-
nance Innovation, https://www.cigionline.org/articles/who-responsible-when-autonomous-systems-fail/

101. Kate Conger, “Driver Charged in Uber’s Fatal 2018 Autonomous Car Crash,” (Sep. 15, 2020), New York Times, https://www.nytimes.
com/2020/09/15/technology/uber-autonomous-crash-driver-charged.html.

102. Elish, supra note 100.

103. U.S. Government Accountability Office, “Artificial Intelligence: Key Practices to Help Ensure Accountability in Federal Use,” (May 
16, 2023), https://www.gao.gov/products/gao-23-106811.

AI use by federal agencies. The framework is organized 
around four complementary categories of actions that 
stakeholders should take to develop more accountable 
AI systems.103 Noteworthy in this framework is that 
it defines these categories in terms of specific process-
es, echoing the focus of the HRBA@Tech model dis-
cussed above. Once established as an industry stan-
dard, these concrete processes can then also be used 
by courts to better ascribe appropriate responsibility to 
the various actors involved in the creation and deploy-
ment of an AI-system in case of failure, specifically by 
ascribing responsibility to any actor(s) who failed to 
adhere to these concrete standards. Such a legal doc-
trine will take time to evolve, and will likely require active 
cross-jurisdictional discourse and borrowing as various 
legal systems all simultaneously grapple with this nov-
el challenge.

Several of the AI startups we interviewed welcomed 
the development by governments of such accountabil-
ity frameworks. They stressed the need to educate the 
key stakeholders throughout the technology lifecycle 
about the significance of being cognizant of AI compli-
ance, ethics, or human rights issues,104 and to provide 
incentives for startups that are in dire need of resourc-
es, not only in terms of pecuniary benefit but also in the 
form of technical support in achieving the compliance 
objectives.105 They also noted the benefits from a legal 
risk management perspective of knowing with some 
certainty when and how they can shield themselves 
from liability in case of an AI system failure. 

AI entropy and model collapse

The “entropy” of an AI system refers to the inherent 
“impurity” or imprecision of a machine learning sys-
tem.106 A lower entropy means that it is easier to draw 
valuable conclusions from a given data input, whereas a 
higher entropy means that it is more difficult to do so.107 
When flipping a coin, for instance, there are only two 
possible outcomes.108 The outcome of any one specif-
ic coin-toss is difficult to predict because there are no 
inferences that can be drawn about the outcome from 
the act of flipping a coin itself.109 In this case, it is dif-
ficult to draw conclusions from the given information; 
therefore, the entropy would be high. A high entropy 
equates with high randomness or unpredictability of 

104. Jonggu Chung (CEO of GenIP) in discussion with SAPI, (Nov. 24, 2023).

105. Junghoi Choi (Founder and CEO of Simsimi) in discussion with SAPI, (Nov. 24, 2023).

106. Java T Point, “Entropy in Machine Learning,” (accessed Nov. 21, 2023), https://www.javatpoint.com/entropy-in-machine-learning. 
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108. Edwin Lisowski, “What is entropy in machine learning,” (Aug. 23, 2021), Addepto, https://addepto.com/blog/what-is-entropy-in-
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113. David Sweenor, “AI Entropy: The Vicious Circle of AI-Generated Content,” (Jul. 15, 2023), Medium, https://towardsdatascience.
com/ai-entropy-the-vicious-circle-of-ai-generated-content-8aad91a19d4f. 

114. Matthew S. Smith, “The Internet Isn’t Completely Weird Yet; AI Can Fix That,” (Jun. 23, 2023), IEEE Spectrum, https://spectrum.
ieee.org/ai-collapse. 

115. Id.

116. Aaron Mok, “A disturbing AI phenomenon could completely upend the internet as we know it,” (Aug. 30, 2023), Business Insider, 
https://www.businessinsider.com/ai-model-collapse-threatens-to-break-internet-2023-8.  

117. Hao Tang et al. Asymmetric Generative Adversarial Networks for Image-to-Image Translation. work in progress, at 1 (2019)., 
https://arxiv.org/pdf/1912.06931.pdf. 

118. Sweenor, supra note 113.  

the system.110 The concept of entropy is common-
ly used to inform machine learning based on histori-
cal data, and can help users make decisions based on 
available information.111 The ultimate goal of machine 
learning systems is therefore to minimize entropy.112 

A “model collapse” is a degenerative process that occurs 
when AI models are trained on data generated by AI pre-
decessors. AI models building on previously generated 
AI content slowly become unhinged from the original 
(human-generated) training data, resulting in a reduc-
tion of their generative capabilities.113 When models are 
trained on data produced by previous models that con-
tain errors (hallucinations or biased outcomes), those 
errors tend to compound themselves.114 When such 
errors stack up, the data is eventually dominated by the 
errors rather than the original data.115 

Model collapse is a particularly threat to LLMs feeding 
on online content that may itself be generated by AI sys-
tems and produced as “click-bait,” or deliberate misin-
formation posted online to gradually distort available 
online materials.116 Model collapse can continuous-
ly deteriorate the quality of AI-generated images.117 
Moreover, model collapse can lead to the dissemination 
of biased, inaccurate, or homogenized content, which 
can have serious implications for the overall quality of 
AI-generated content.118 The web is already being flood-
ed by AI-generated content. As of November 21, 2023, 
Newsguard, which rates the reliability of news websites, 
identified 557 AI-generated news sites “with little to no 



33
32
–

HRBA@Tech · December 2023

human oversight.”119 CNET published 77 AI-generat-
ed articles and later issued corrections after realizing 
that those articles contained basic arithmetic errors.120 
The media outlet Gizmodo was also criticized for pub-
lishing AI-generated articles containing factual inaccu-
racies,121 and even Microsoft was forced to remove an 
article from its travel blog which contained nonsensi-
cal AI-generated information.122 Furthermore, model 
collapse can exacerbate biases in AI.123 Generative AI, 
for example, can learn over time, feeding on its own 
previous biassed outputs, to produce images and 
data converging on certain races while “forgetting” 
about others.124 

In order to combat model collapse, it is critical that 
training data be diverse and representative of various 
perspectives and experiences,125 and that training data 
remain diverse and representative of human-generat-
ed content. To achieve this, it is necessary to conduct 
regular monitoring and evaluation of the performance 
of AI models, allowing for human interventions to adjust 
training data and the model’s parameters. Another solu-
tion is to retain copies of the original human-pro-
duced dataset and to supplement those original 
datasets only with human-generated content.126 
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128. OECD, “Policy brief of the future of work: Putting faces to the jobs at risk of automation,” at 3 (2018), http://www.oecd.org/
employment/Automation-policy-brief-2018.pdf. 

129. McKinsey & Company, “A Future that Works: Automation, Employment, and Productivity,” at 5 (2017), https://www.mckinsey.
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Human displacement
An additional concern with AI is whether it will poten-
tially displace workers across various industries and 
institutions through automation or other transforma-
tion of requisite tasks. Labor automation is continuing 
to increase, such that by 2030 the sector could amount 
to 11 percent, or $9 trillion, of the global GDP.127 A 2018 
OECD policy brief found there are already much high-
er unemployment rates in occupations with a high 
risk of automation.128 The McKinsey Global Insti-
tute’s 2017 report found that approximately 60 per-
cent of all occupations have at least 30 percent of 
activities that could be automated,129 and a 2018 
PricewaterhouseCoopers report estimated that the 
share of jobs with a potentially high risk of automation 
will be around 20% by the late 2020s and 30% by the 
mid 2030s (sampling 29 countries).130 

The increasing automation of labor could increase eco-
nomic disparity. Studies have found that the occupa-
tions most vulnerable to automation involve physical 
activities in structured and predictable environments, as 
well as repetitive activities relating to the collection and 
processing of data.131 Such activities are most common 
in agriculture,132 manufacturing, accommodation and 
food services, retail trade,133 and office support and 
customer service.134 The McKinsey Global Institute’s 
2023 report found that workers in lower-wage jobs are 

up to 14 times more likely to have to change occupa-
tions due to AI, where in the United States alone around 
11.8 million workers in shrinking occupations are expect-
ed to have to transfer to other lines of work by 2030.135 
By contrast, the demand for higher-skilled workers will 
likely increase their wages compared to lower-skilled 
workers.136 Analysts expect that the demand for skilled 
jobs requiring higher education will go up, whereas the 
demand for lower-skilled jobs not requiring college 
degrees will go down as a result of the introduction of 
AI into workplaces.137 That said, the potential for gen-
erative AI to replace classically high-skilled white col-
lar jobs should not be ignored, impacting not only low-
er-skilled professions but also the legal sector, medi-
cine, teaching, and management consulting. 

Automation can also negatively affect workers’ earnings. 
Indeed, studies have shown sizeable negative correla-
tions between the degree of risk that a workers’ job will 
be displaced by automation and their expected salary,138 
health, and overall mortality rates.139 These findings 
highlight correlations—not necessarily causations. 
Nonetheless they highlight the idea that the introduc-
tion of AI in the workplace is likely to disproportionate-
ly impact the livelihoods of the more socio-economi-
cally vulnerable segments of a workforce. Studies have 
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also found that professional “upskilling” training pro-
grams do little to offset these risks of unemployment 
and wage loss, since workers in these professions also 
tend to be much less likely to pursue such job training 
programs than their counterparts who work in sectors 
less likely to be impacted by AI.140 

AI-innovations could also increase existing gender and 
race-related economic disparities. Analysts suspect 
that the seemingly gender- and race-disparate impacts 
of AI have to do with the composition of the workforces 
most likely to be impacted by AI. In the United States, for 
example, studies have found that women141 and Afri-
can-American142 workers still occupy a disproportion-
ate share of lower-paying occupations most suscepti-
ble to AI-driven automation, primarily in the customer 
service, food services and production work sectors,143 
and that female workers are therefore approximate-
ly 1.5 times as likely to lose their jobs by 2030 as their 
male counterparts.144 The same is true in the global 
south. The UN Special Rapporteur on racism, for exam-
ple, highlighted the indirect discriminatory impact of an 
AI-based project for smart sanitation management in 
India given that it replaced jobs that traditionally would 
have been held by lower-caste women.145 
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This chapter explores the unique attributes of startups operating in the tech 
sector. It begins by surveying some of the general business challenges facing 
tech startups, regardless of their commitment to environmental, social, and 
governance (ESG)-type initiatives. Many of these challenges are not unique to 
the tech sector and would apply to any small and medium-sized enterprise 
(SME) operating in a market dominated by larger and more established firms. 
Others, however, are more typical of tech-startups. The chapter then goes on 
to also highlight the benefits, both ethical and financial, for AI startups when 
they do choose to prioritize ESG concerns. The chapter ends by applying the 
HRBA@Tech model to the unique context of AI startups, highlighting what the 
approach would dictate they do to ensure that their products and services 
amplify social well-being and respect for human rights.

Paper 2-1: 

Applying the  
HRBA@Tech Model to AI 
for Tech Startups
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Struggles of “Little Tech” in a World  
of “Big Tech”
Startups are widely recognized as the primary drivers 
of innovation and economic growth in the tech sector. 
The myth of a rag-tag group of quirky college dropouts 
tinkering in a garage to start the next tech ‘unicorn’ con-
tinues to attract thousands of talented young entrepre-
neurs to places like Bangalore, Seoul, Palo Alto, Tokyo, 
and New York to try their hand at founding a tech start-
up. Despite the fetishization of this startup culture and 
the growth of a venture capital industry designed to cat-
alyze such startups, the tech industry remains a hos-
tile environment for startups. When yesterday’s start-
ups become tomorrow’s “big tech” corporations, their 
incentives may begin subtly to change. Whereby many 
startups praise the virtues of competition, inno-
vation and open markets, those same start-
ups—once they find success and begin to claim 
dominance over a particular market—often begin 
to engage in strategic throttling of other (smaller) 
entrepreneurial startups seeking to invade that 
same market space before they pose an existen-
tial threat to their continued market dominance. 
This section briefly delineates the challenges 
startups face when they seek to disrupt a mar-
ket already dominated by a few profitable and 
well-known tech companies.

Barriers to market entry

The first set of challenges AI tech startups face 
are structural in nature and have to do with the 
difficulties of an upstart tech company entering 
into a developed market in the first place.

Economies of scale and scope:  Many AI prod-
ucts require massive up-front investments to 
bring a new product to viability. Established “big tech” 
companies are far more capable of absorbing such 
costs, giving them an edge against startups who need 
to fund all initial investment costs by drawing on limit-
ed liquidity. “Big tech” companies usually already oper-
ate at scale, having captured large parts of a market for 
a particular good or service. When a tech startup tries 
to enter that same market or attempts to compete for 
a slice of that market with a specialized product or ser-
vice, the startup may face substantial investment costs 
to establish a beachhead. The “big tech” company, on 
the other hand, can compete against the startup’s initia-
tive by spreading the costs of developing similar goods 

or services across its much larger base of existing oper-
ations. Economies of scope operate similarly, with “big 
tech” companies offering multiple complimentary ser-
vices at once, whereas startups often begin by offering 
only one service at a time.

Governments wishing to support AI startups can help 
level the playing field between “big tech” and startups 
by ‘democratizing’ certain public datasets. This also 
allows governments to invest the necessary resourc-
es to ensure that those datasets are stripped, insofar as 
is humanly possible, of any controllable biases or obvi-
ously flawed data sources.

Network effects: Network effects come into play when 
the value of a product is dependent on the volume of 
its users. A telephone network offers a classic exam-
ple. If only two people’s homes are connected by a tele-
phone line, the product is of value for the two users 
involved, but only to the extent that members of one 
household wish to speak with a member of the oth-
er connected household. But when all households in a 
community are connected to the network, the value of 
having a telephone connection rises significantly, pro-
portionate to the value of wanting to speak to any oth-
er members of that network. New entrants to a mar-
ket where the value of a product is determined in part 
by the network effect face a significant uphill battle 

capturing that same value vis-à-vis an already estab-
lished competitor.

AI systems often depend on the availability of user data 
to reach their full potential. Incumbents that already 
have access to large troves of user data have an easier 
time creating a powerful AI use case compared to their 
startups competitors who would first need to build that 
infrastructure. This gives established tech companies, 
be they social media companies, consulting firms, or 
established software providers, a huge advantage vis-à-
vis new aspiring entrants into the AI space.

Brand Recognition and Trust: “Big tech” companies 
have become household names, sometimes to such 
an extent that their company names become popular-
ized popularized into verbs (‘let me ‘Google’ that’, or—
in an earlier era—“I need to ‘Xerox’ that document.”). 
Aspiring tech startups wishing to compete with “big 
tech” companies need to first earn trust and grow brand 
recognition before customers will be willing to abandon 
established market players in favor of new startups.  

This can be especially true in the AI sector, where 
“big tech” companies may have invested substantial 
resources reassuring customers that their products 
are “trustworthy” – a claim that aspiring startups will 
not easily be able to match without similarly signifi-
cant investments. 

Capital Acquisition and Utilization 
in the Tech Sector

All startups, whether in the tech sector or not, require 
significant investments of capital to incorporate before 
they can even get their products or services to market.  
Getting access to capital is often the predominant con-
cern for tech entrepreneurs.

Venture Capital Dynamics: The typical progression of 
a tech startup from the innovation phase (imagine a 
group of engineers sitting down together and coming 
up with an idea) to maturity is long and complicat-
ed, and often measured by means of the startup’s 
funding cycle. At the beginning of a startup’s lifecy-
cle, it relies on pre-seed funding (often referred to as 
‘bootstrapping’). This might be, for example, a group of 
innovators drawing on their personal savings or cred-
it, supplemented by small and informal investments 
or loans from their personal networks of support-
ers, friends and families. Pre-seed funding can also 
sometimes come from so-called ‘angel investors’ or 
Micro-VCs (Venture Capitalists), who typically invest 
financial backing in exchange for co-ownership of 
a company they find promising. Entrepreneurs use 
pre-seed funding to support themselves as they put 
together an initial project pitch to potential investors, 
build a team, conduct market research, and possibly 

put together a viable prototype of the product or 
service they seek to build. Amounts of pre-seed 
funding are usually modest, ranging from a couple 
thousand to a few hundred thousand USD at most.

If successful, an entrepreneur might move to the 
more formal ‘seed funding’ phase. Here, startups 
begin to further develop and refine their prod-
uct. Many startups formally enter the market at 
this phase and begin to build a user or customer 
base. Accelerators or early-stage Venture Cap-
ital Firms (VCs) are the most common sources 
of funding for startups at this stage. VCs man-
age large amounts of money to invest in rel-
atively risky long-term loans to startup firms. 
Rather than asking for a regular loan repayment 
structure, however, VCs instead take an equity 
share in fledgling startups, hoping to get compen-
sated for their initial investment when the start-
up “exits,” either by listing itself on a public stock 
exchange (an Initial Public Offering, or IPO), or sells 
itself to another company (‘acquisition’). 

A large percentage of startups fail to successfully 
exit. VC’s investment strategy therefore hinges on the 
likelihood that those few startups that do not fail will 
gain so substantially in value that their equity stake in 

“One of the challenges we have as a small three-per-
son company selling enterprise products is that 
our clients are always comparing us to products 
made by much larger and well-resourced com-
panies that have established a brand for them-
selves over many years. While I remain confident 
our products are competitive in very particular 
use cases and vertical expertise, it’s hard to con-
vince new clients that our products are superi-
or to brand name products because of their long-
standing trust in them. Sometimes our competi-
tors aren’t even working on the same approaches, 
but clients don’t have a deep enough understand-
ing to know the difference and default to brand 
name recognition.”

Eun Seo JO (CEO of Gena)

“One of the biggest challenges for an AI startup is 
to obtain sound data sets for AI model training, 
which can be quite costly. Securing training data 
that meets the criteria of a certain domain area 
the firm is operating in (in GenIP’s case, patents) 
is a major obstacle for startups. GenIP was able 
to secure refined data from the Korean Institute 
of Patent Information (“KIPI”) that had been sub-
stantially preprocessed.”

“In this regard, the public data portal called Jiphy-
eonjeon operated by the Korean government can 
be very helpful for startups who can’t find data to 
train their model with. Korea Data Agency’s ‘data 
voucher’ projects also provide good opportunities 
for startups in need of data.”

Jonggu JEONG (CEO of GenIP)
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those firms will make up for the losses incurred from 
other investments that end up failing. The VC market 
is therefore obsessively focused on rapid growth and 
profits, and startups are relentlessly incentivized by 
their investors to focus on growth. VC seed funding 
investments typically range from USD 500,000 to 2 mil-
lion but with variance depending on the market timing 
and predicted potential.

Competition for VC investments is often intense.  To bet-
ter compete for such funds, or perhaps to attract the 
attention of VC investors, entrepreneurs often compete 
first to be taken up into an ‘incubator’ or ‘accelerator’ 
program. Such programs are often structured as a com-
petition, coupled with mentorship from experienced 
VCs and entrepreneurs, to refine a startup’s business 
model and marketing strategy. Successful finalists of 
such programs are often introduced to VCs as part of 
the outcome of the incubator/accelerator program. 

Assuming a startup secures its early funding, it will 
then aggressively begin to market its goods or ser-
vices. As it begins to grow its business, refine its prod-
uct, and expand its customer base, startups may still 
be operating at a loss. Long-term business models in 
the tech sector often rely on making initial investments 
that dwarf initial revenue streams. The only way many 
tech startups can rebalance their finances is to expand 
into new markets and begin to assume economies of 
scale that will make revenue grow without the need 
for any corresponding new investments. To bridge that 
period of rapid growth and expansion, startups often 
seek Series A (first round) Series B (second round) 
Series C, and sometimes even Series D investments. 
Successive rounds of investments still often come from 
VC firms (some specializing on later-stage invest-
ments into more ‘mature’ startups) and even 
larger private equity firms, hedge funds, large 
strategic investors, and even sovereign wealth 
funds, and can range from millions to hundreds 
of millions of dollars.

Eventually, a company may wish to either sell 
itself to another company (for example one of 
the established “big tech” firms seeking to diver-
sify its own product line) or float themselves 
at an IPO. Firms that list themselves public-
ly often receive a final injection of capital from 
investors (often times a bank) to bolster their 
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pre-IPO valuation, such that shareholders will invest 
large amounts of money into the coffers of the com-
pany (and pre-IPO investors).  

At some point along this financial trajectory, certain-
ly at or before their IPO, most tech companies can no 
longer be described as tech ‘startups,’ and may begin 
to resemble “big tech” more closely.

The overall share of VC funds available for Software as a 
Service (SaaS) companies has gone up consistently over 
the years, doubling for early stage Saas Startups from 
USD 17B in 2019 to 35B in 2022.146 This is good news 
for AI startups, many of whom offer SaaS innovations. 
That said, the overall volume of VC funding has dropped 
from 2021 to 2023, owing largely to the readjustment in 
market conditions after the hype years of 2020-21.147. 
Further bad news for some of the smaller tech startups 
is that the VC market seems to be shifting from Angel or 
seed-funding towards supporting more mature tech 
companies already further along in their evolution.148

Burn Rate and Financial Runway: Throughout this push 
for capital, tech startups constantly need to manage 
their limited liquid funds in an aggressively compet-
itive market.  Not only are they competing to estab-
lish themselves in new markets with customers, but 
they are also competing for talent, attention, and the 
space to think about issues unrelated to growth, for 
example workplace culture, ESG dynamics, and inter-
connections with communities. Those promoting an 
HRBA@Tech approach to AI must remember that tech 
startups must always be balancing cost vs. expected 
benefits. The myth of a freewheeling “money means 
nothing” culture among tech startups is misplaced (at 

least among responsible tech-sector startups), many of 
which are constantly focusing on the approaching end 
of their financial runway. Here too, governments can be 
useful in collectivizing (or subsidizing) certain pro-hu-
man rights processes that may not be inherently prof-
itable for startups, but that have a substantial human 
rights and social welfare payoff for society if they are 
done properly.

Research and Development Constraints: The final chal-
lenge for many AI startups has to do with the ‘luxury’ of 
conducting research vs. the urgency of getting products 
or services to market.  This pressure is always present, 
but particularly acute when VCs and other investors are 
pushing for growth at all costs to recoup their previous 
investments. This dynamic poses an acute challenge for 
startups contemplating whether to invest more time 
and resources into safety-related research to ensure 
the trustworthiness of their AI products.

Regular Challenges (faced by any 
Startup – Tech Sector or not)

In addition to the above challenges, some of which are 
unique to the technology and AI startup ecosystem, 
startups also face a host of other challenges that are 
perhaps more common to all startups. 

The startup ecosystem tends to be very competitive. 
From an innovation standpoint, competition can be a 
good thing. Robust competition tends to promote a rap-
id pace of technological innovation. For individual entre-
preneurs, however, this level of competitiveness 
tends to squeeze their ability to focus on ESG pri-
orities to the absolute minimum. This is especial-
ly true if those ESG priorities were peripheral to 
the core business model for the startup. 

Tech entrepreneurs have to deal with a host of 
challenges common not only to the tech sector. 
They must learn, for example, how to deal with 
the big players in the market (perhaps even big 
players with less of a commitment to ESG prin-
ciples) to acquire and assimilate promising new 
startups. They might have to prepare for costly 

patent litigation and intellectual property wars in situa-
tions where their startup’s technologies might resem-
ble the technologies of other, more established firms, 
as well as aggressive and in some cases anti-compet-
itive business tactics by other market players seeking 
to defend their business from new competitors. 

Tech companies also must deal with a complicated and 
rapidly evolving legal, regulatory, and public perception 
landscape, resulting in the need to hire sizable teams 
of attorneys and public relations specialists at an early 
phase in a startup’s trajectory. This trend has the poten-
tial to make the internal culture of these startups pre-
maturely bureaucratic, sluggish, and risk averse at the 
very time that they should ideally retain a more flexi-
ble and innovative startup mentality to maneuver in a 
rapidly evolving market.

Finally, tech startups must compete for a limited pool 
of technology experts to fuel their need for talented 
human capital. This dynamic has eased somewhat 
with the recent layoffs at many “big tech” companies, 
but salary costs remain high for aspiring tech startups 
searching for talented coworkers. 

Finally, startups often lack the voice and resources 
to educate (or lobby) policy makers about the unique 
challenges they face. That lobbying and advocacy role 
is often left to the established “big tech” companies. 
There are concerns that this imbalance could potential-
ly lead to regulations that tacitly reflect the interests of 
those “big tech” companies, often at the expense of “lit-
tle tech” companies seeking easier access points into 
those same hyper-competitive markets.

“Incentives for startups would be helpful. The 
incentives do not necessarily have to be mone-
tary. For example, it would be helpful and practi-
cal if regulatory institutions like the Korea Inter-
net & Security Agency (KISA) had their develop-
ment team visit the startups and provide nec-
essary hands-on technical support or workable 
guidelines on how to comply with the regulato-
ry obligations.”

Junghoi CHOI (CEO of Simsimi)

“Often, we see media reports depicting an AI prod-
uct as an utter failure based on certain mishaps 
or glitches in the system. However, we need to 
understand that the AI products being criticized 
are still in the process of being fine-tuned and 
are on the path to maturity. We, as a society, can 
be quick to judge these startups, but maybe we 
should take a moment to hear them out.”

Woochul PARK (Agenda Research Leader at NAVER)
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Benefits of CSR / ESG Guardrails for  
AI Innovators
Above, we discussed the various structur-
al challenges and opportunities that start-
ups face when seeking to enter markets 
already dominated by “big tech” corporations.  
In this section, we will discuss what the HRBA@
Tech model, as it was proposed in 2022, sug-
gests that such startups should do, beyond 
merely surviving, to also ‘nudge’ their products 
and services in the direction of human rights 
and increased social well-being.

A first question has to do with why AI startups 
would even want to invest in CSR / ESG style 
innovations? Of course, one obvious answer is that 
it is the right thing to do, from an ethical and moral per-
spective.  Beyond such arguments, which we consider 
to be self-evident and implicit throughout this entire dis-
cussion, one might also point to the obvious public rela-
tions benefits that come from being known as an ethi-
cal or ‘trustworthy’ technology company. This is espe-
cially true when talking about AI technologies, which are 
associated in the popular imagination—rightly or wrong-
ly, accurately or unfairly—with various doomsday sce-
narios, fueled by Hollywood films like the “Terminator” 
or Stanley Kubrick’s Space Odyssey series, apocalyp-
tic visions of mass unemployment and the reduction 
of humanity mindless executors of unfeeling AI over-
lords. AI companies have a tangible interest in being 
perceived as purveyors of a trustworthy brand of AI.  
This can translate to real market value, and investors 
– even those focused ruthlessly on profit and growth 
– must still recognize the importance of ESG as a key 
determinant of that hoped-for success in consum-
er markets. Finally, as some of our case studies show, 
ESG thinking can also open new market opportunities 
that may not have been obvious from a strictly growth 
& profit-focused orientation. 

Applying the HRBA@Tech Model to AI Startups

The analysis that follows can be thought of as a filter. 
The full HRBA@Tech model is written to apply to all new 
and emerging technologies (NETs), across the entirety 
of their product lifecycles, and addressing the roles of 
all relevant stakeholders. 

In this analysis, we are speaking only about the respon-
sibilities of startup companies during the early phases 
of their lifecycle when they can still be accurate-
ly described as “startups.” Furthermore, we are only 
speaking about AI-based technologies, which also mod-
ifies the product lifecycle somewhat, given the unique 
processes involved in bringing AI products to mar-
ket.  Thus, what was described at length in the 2022 
Framework Paper can be described here with more 
brevity and greater specificity.

To effectively structure this analysis, we will approach 
it in the reverse order in which it is presented in the 
Framework Paper. We will start with “The Who” dis-
cussion (since we are dealing only with startups), then 
move on to “The How” discussion (to fixate only those 
parts of the project lifecycle likely to transpire while a 
corporation can still call itself a “startup”), and final-
ly end briefly with “The What” discussion (reminding 
ourselves of the general principles that undergird the 
HRBA@Tech model). Using this as our baseline, we will 
then conclude with some research questions that arise 
from this application of the HRBA@Tech model to the 
AI startup ecosystem.

Stakeholder Analysis (“The Who”)
Pages 98-99 of the HRBA@Tech report succinctly 
summarize what corporations, including tech start-
ups seeking to bring AI products to market, should 
do to ensure that their products contribute to great-
er respect for human rights and social well-being. 
That text is reproduced and distilled for brevity and 
emphasis here: 

The private sector is the primary driver of technological and 

scientific innovation today, and is therefore central to the 

development and deployment of NETs. This includes “tech-gi-

ants”—major corporations often with annual profits rivaling 

GDPs of mid-sized developed economies—but also other 

tech companies of various sizes including start-ups. [. . . .] 

Private actors typically exist to generate profits. The HRBA@

Tech model in this report is built with this reality in mind, 

and attempts to balance these competing interests while 

ensuring that the development and deployment of new and 

emerging technologies is nonetheless better positioned to 

protect and promote human rights. While private actors do 

not have direct obligations under international human rights 

law, over the years there has been growing recognition of the 

crucial role they play in the advancement and realization of 

human rights and the need for corresponding responsibili-

ties leading to efforts to accommodate private actors within 

the international human rights framework. In this regard, the 

[Guiding Principles on Business and Human Rights (UNGPs)] 

provide an authoritative framework for the corporate respon-

sibility to respect human rights and a reference point for com-

panies involved in the development and deployment of new 

and emerging technologies.

In light of the truly transformative potential that new and 

emerging technologies hold, [the 2022 Framework Paper 

describing the HRBA@Tech model proposed] that a “do no 

harm” approach is no longer sufficient. The HRBA@Tech mod-

el [. . . .] suggests moving beyond the UNGPs to embrace the 

possibility of actively crafting NETs to put them in service 

of human rights, or – to put it simply – to “make the world a 

better place.” The HRBA@ Tech model recognizes the inter-

ests and constraints faced by private actors, and acknowl-

edges that the promotion of human rights must always be 

weighed against the prerogative to continue generating prof-

it. The HRBA@Tech model need not be antithetical to the 

interests of private actors and companies or incompatible 

with most existing business models. Private enterprises can 

incorporate various processes within the HRBA@Tech mod-

el directly into the [Technology Life Cycles (TLCs)] of NETs, 

either on their own or jointly with other stakeholders. At the 

outset, private actors must:

1. Comply with the standards articulated in the UNGPs.

2. Publish a formal company policy articulating its strategy 
for protecting and promoting human rights.

3. (for those enterprises intending to develop socially bene-
ficial technologies) Clearly articulate the intended human 
rights objectives of a proposed NET and the company’s 
strategy for achieving them. Entrepreneurs promoting 
such technologies should embrace a “human rights by 
design” process.

4. Conduct human rights due diligence and impact assess-
ments to ensure that the new and emerging technologies 
do not, even inadvertently, harm people.  These assess-
ments should pay particular attention to constituencies 
that may be particularly vulnerable to the impacts of 
NETs, including those who may wish to opt out of its use.

5. Adopt a futures thinking mindset throughout the 
development and deployment of new and emerging 
technologies.

6. Ensure the safety of proposed NETs by ensuring the 
incorporation of safeguards or guardrails including 
“emergency brakes” during the design stage.

7. Be cognizant of relevant general or industry standards, 
including voluntary codes of conduct, and ensure that 
any NETs they promote have been designed and devel-
oped in adherence to such standards. 

8. Ensure that human control over the technology remains 
meaningful, even while embracing the considerable 
upsides of such technologies. 

9. Ensure that the technologies they develop are also 
used by others (subcontractors, clients, consumers, 
and licensees) in ways that are consistent with their 
intended use. 

10. Make proactive efforts to be transparent about 
NETs (and their expected impacts on other stakeholders) 
throughout the various stages of the Technology Life 
Cycle (TLC). 

11. Designate someone to answer questions and handle 
potential complaints regarding the development or 
deployment of an NET.

12. Put in place a grievance mechanism structured in line 
with the principles detailed in the UNGPs, in addition to 
other monitoring and oversight avenues. 

13. Put in place mechanisms and protocols to suspend or 
alter the design of an NET should monitoring or user 
grievance analysis suggest that serious human rights 
impacts are occurring because of an NET.

The excerpted text summarizes in one place what pri-
vate actors should do to ensure that their products are 
nudged in the direction of human rights and socially 
beneficial outcomes.

“We often emphasize the significance of incorporat-
ing human rights and tech ethics into our practic-
es because it’s a crucial aspect of risk management. 
While not everything related to it can be assigned 
monetary values, addressing potential risks can 
certainly enhance risk management and contrib-
ute to a stronger brand image.”

Jinhwa HA (Manager of Kakao Human Rights and Tech Ethics Team)
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Product Lifecycle (“The How”) 

149. Mollar, Rany and Shirin Ghaffary, “Your Favorite Tech Giant Wants you to know it’s a Startup Again,” (Jan. 30, 2023), Vox, https://
www.vox.com/recode/23573432/tech-layoffs-cuts-startup-facebook-google-amazon.

Turning to the next layer of this filtering process, 
it is clear that the products being designed by tech 
startups tend to be situated along the earlier phases 
of the Technology Life Cycle (TLC). To use the abstract-
ed language of the Framework Paper, which proposed a 
TLC that could hold for all conceivable kinds of NETs, we 
are defining tech startups as those companies located 
at either the innovation, design, manufacture, adoption, 
or diffusion stages of the TLC.  Once a company begins 
to refine its products or once their products can be said 
to have reached maturity, we are definitionally desig-
nating them as no longer a ‘startup.’ This may contrast 
with the way that may in those same companies might 
describe themselves.  Google, Microsoft, Meta, Ama-
zon, X and other “big tech” players might, for example, 

still encourage their employees or investors to think of 
them as places with a “startup culture.”149 This may be 
smart messaging to ensure a company remains nimble 
and innovative regardless of its size, but it does not bring 
them back into our definition of a “startup” for purpos-
es of this paper. Rather, we might imagine these com-
panies as finding themselves either at the Maturity or 
Refinement stages of the TLC, depending on wheth-
er they are actively seeking to re-invent themselves 
and position themselves into a new cycle of growth 
and innovation, the way Meta famously rebranded and 
reinvented itself away from just “Facebook” (a ‘mature’ 
social media company) to “Meta” a company focused 
on an NET (the “Metaverse”).

Lifecycle for New & Emerging Technologies: From Innovation to Product Maturity

                   

A first necessary step is to “translate” the above 
Technology Lifecycle Diagram into terms that make 
sense to those working with this specific technology 
of AI.  In discussions with AI researchers, this following 
“translation” chart seems to make the most sense.  

It takes the broad stages and concepts articulated in 
the HRBA@Tech model and roughly equates them to 
how a tech company might describe itself as it evolves 
and grows from the initial innovation phase to maturity.

Changed are the terms we use for the Design Phase, 
which AI researchers might typically describe as the 
Research Phase of an AI-Product Lifecycle, where 
researchers test to see whether an emerging AI prod-
uct functions the way it is intended. 

Many AI products do not necessarily require a 
Manufacture Phase, since they are largely software 
based and thus can roll out immediately and at scale 
via the internet.  There are exceptions, of course, espe-
cially when AI products are integrated into physical hard-
ware products (such as in the field of robotics, or auton-
omous vehicles, or even AI products being incorporat-
ed directly into consumer electronics).  In all those cas-
es, the traditional Manufacture Phase postulated by the 
HRBA@Tech model would continue to exist. 

For those AI products that do not require manufacture, 
a founder might move directly from the Research Phase 
towards the Release Phase, where the product is first 
released for customers or users to use. This might 
best be equated with the Manufacture Phase for 
NETs requiring a physical product.

The product would next go into a Refinement Phase, 
which typically takes place as users begin to use an 
AI product, and potential quirks or unintended conse-
quences of an AI system begin to become more wide-
ly known. An example of this is the famous instance of 
a tech columnist somehow tricking OpenAI’s chatbot 

150. Kevin Roose, “Bing’s A.I. Chat: ‘I Want to Be Alive.’” Feb. 16, 2023, New York Times, https://www.nytimes.com/2023/02/16/tech-
nology/bing-chatbot-transcript.html.

into declaring its love for him and encouraging him to 
end his marriage to his wife.150 Such instances allow an 
AI tech startup to make necessary adjustments to the 
AI system to make it less and less likely that bad actors 
can somehow break the guardrails on the system. 

Eventually, a system will reach Maturity, at which point 
an AI system may be reaching a sufficient presence in 
the market that the startup can contemplate moving 
towards an initial public offering (IPO) or otherwise 
become established as a secure presence in the rele-
vant target market. 

While the need to continue focusing on human rights 
and the impacts of an AI system on potential stake-
holders continues even after a company has ‘graduat-
ed’ from being a startup, our discussion of the HRBA@
AI application will end once a product has reached 
maturity, since we are focusing only on the obligations 
incumbent to AI startups in this analysis.

What then, are the recommendations that attach to 
tech startups in the early phases of the TLC?  Here again, 
we will summarize the 2022 Framework Paper, focusing 
on a sequenced discussion of when during their devel-
opment trajectories AI Startups should be undertaking 
which efforts to ensure compliance with the HRBA@
Tech model. The 2022 Framework Paper walks through 
these discussions in detail in Chapter 4, but this discus-
sion filters that to apply only to AI startups.
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Innovation

The Innovation Phase is both the most exciting but 
also the most daunting for a potential entrepreneur. 
Every technological innovation relies crucially on an ini-
tial moment of ingenuity, but it is also common knowl-
edge that most good ideas never get off the ground. 
Founders during this phase of the product lifecycle must 
first come up with an idea or concept for a new use 
case for AI and next identify a clear market need for that 
idea. They must also conduct basic research to validate 
that their idea is at least scientifically conceivable and 
that their vision for a market case is at least plausibly 
viable. Building on that research, founders craft 
a business plan complete with their business 
strategy, goals, rough financial projections, and 
operational requirements to make their idea a 
reality. None of these plans would typically be 
fixed in stone, but they are necessary to get the 
attention of a mentor or accelerator program or 
VC investor who will then help to refine and tight-
en those initial ideas.

These activities typically occur in a rather casual 
and ad-hoc context, drawing on founders’ per-
sonal skillsets and resources, and testing their ability 
to solve problems on their own. Some founders have 
business degrees or mentorship relationships to draw 
upon, but many do not, relying primarily on resources 
they can find themselves to drive their process forward. 

During this Innovation Phase, the HRBA@Tech approach 
requires of founders to answer for themselves the 
question of whether their innovation will aim only to 
make money, or whether they might also aim to “make 
the world a better place” because of their innovation 
coming to market. If they decide on the former, they 
can largely restrict their thinking about human rights 

to the “do-no-harm” pillar of the HRBA@Tech model.  
If, on the other hand, they intend for their technology 
to also make the world a better place, the recommen-
dation would be for them to spend time at the earli-
est possible innovation phase to describe in detail spe-
cifically how their technological innovation would do 
that.  In that latter case, those specifics will form the 
core of their startup’s business case and would be of 
great interest to potential investors. Having a robust 
vision for how their technology can improve the world 
around them will likely attract a whole new category of 
ESG-motivated investors who might not otherwise be 
interested in supporting a startup.

A final note pertains to those tech startups promoting 
a product or service that could be used to deliberate-
ly inflict or cause harm to people. These might be, for 
example, engineers promoting AI solutions with mil-
itary or defense applications, or AI products used for 
predictive policing, surveillance, or the prison industrial 
complex, among other examples. Such use cases are of 
course legal, and many technologists and entrepreneurs 
feed into these industries. The HRBA@Tech approach 
asks only that AI tech entrepreneurs promoting such 
use cases be certain that the end-users of their tech-
nology do not intend openly to use it in ways that harm 
or undermine human rights. 

HRBA@AI Intervention Vectors during  
the Innovation Phase

Resources 
(time & 
effort) 
required for 
an AI startup 
to do this 
properly
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Risk 
Management 
Brainstorming 
Session

What kinds of general risks might a particular AI use case entail, 
and are there any obvious ways even at the earliest innovation 
phase that one can think of to eliminate, reduce, or mitigate those 
risk in some way?

Lo
w

M
ak

e 
th

e 
W

or
ld

 a
 

B
et

te
r P

la
ce

Incorporation 
of Social 
Mandate into 
Business Plan

If the intention is specifically for an AI-enabled product of service 
to make the world a better place, an entrepreneur, at the earliest 
phase possible, ought to be able to convincingly show how 
specifically it will do that.  Investors and mentors will want to see 
that vision clearly presented to them before they commit.  But 
when included, this vision might also serve to attract a new class 
of values-oriented investors, including those concerned about 
their ESG investment portfolio.
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Due Diligence If a technology is one that obviously has the potential to harm 
or undermine people’s ability to enjoy their human rights, an 
investor or tech startup ought to be sure that the government 
who will ultimately take charge of that technology is one that 
respects human rights and does not obviously intend to use a new 
technology to undermine human rights. Investors should do this 
as much for ethical reasons as also to protect themselves from 
legal liability should they be accused of conspiring to promote the 
agenda of a human rights violating government.
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Depending on a tech entrepreneur’s assessment of the 
ultimate potential of their AI-enabled product or service 
to either promote or harm human rights, they ought 
to engage in different thought processes at this initial 
Innovation Phase of the product’s development.

Do No Harm

Brushing aside the florid rhetoric that often is associ-
ated with most corporate mission statements, many 
– if not most – startup founders are ultimately moti-
vated by the desire to generate wealth. First it must be 
said that there is nothing illegal or nefarious about such 
a motive, especially in a capitalist system where inno-
vation, wealth creation and ultimately social progress 
is thought to be driven by this profit motive. Even prof-
it-driven enterprises, however, still need to fundamen-
tally respect human rights. The social contract permits 
them to pursue private profits so long as they do not 
harm the legitimate rights of others in that process.

If founders are pursuing an innovation that they 
believe will generate profits, and if they consider that 

profit motive to be the primary justification for the 
innovation, the HRBA@Tech model requires of them 
only to engage various “Do No Harm” efforts (labeled 
in blue below).  

Voluntary Risk Management Brainstorming Session: 
During the innovation phase, a commitment to “Do No 
Harm” requires that the founders engage in a “voluntary 
risk management brainstorming sessions as part of the 
investment cycle” with the identification of cost-effec-
tive “risk mitigation” strategies as the sole objective for 
those conversations (HRBA@Tech, 2022:80). This may 
sound like quite little to ask of tech startups at this ear-
ly phase of their trajectory, but the claim is that it is suf-
ficient, at this very early stage, to set the switch of a 
startup – even an exclusively profit-focused startup – 
towards a culture of respecting human rights and social 
responsibility. This simple brainstorming session can 
implant the seeds of the HRBA@Tech approach direct-
ly into the DNA of a fledgling corporation, with very lim-
ited time or budgetary requirements for the founders.

“Our vision is to make AI more accessible to the 
general public. More specifically, our mission is to 
enhance the expressive abilities of today’s youth, 
so that they can express their ideas more efficient-
ly and make a real impact.”

Seyoung Lee (CEO of Wrtn Technologies)
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Make the World a Better Place

Many founders do indeed hope for their products to 
make the world a better place, but many also leave 
those assumptions and aspirations unstated. The pres-
sures of finding funding for a new product tend to rel-
egate the specifics of how an NET will make the world 
a better place to an afterthought at best, or perhaps 
something best left for the public relations team of a 
new product.  

Neglecting the early opportunity to articulate these 
specifics, however, also leaves possible values-driv-
en sources of investment untapped. For any AI entre-
preneurs wishing to have their products contribute to 
an improvement in human rights, therefore, this earli-
est Innovation Phase is the ideal moment to define that 
pro-social business plan with clarity.

Incorporation of Social Mission Directly into the 
Startups Business Plan: If the founders intend for their 
AI-enabled product or use case to make the world a bet-
ter place, the HRBA@Tech model requires them to pre-
pare for a “careful vetting by investors and/or corporate 
or government sponsors of proposed business plans 
to ensure that they clearly articulate how the 
NET will work to ‘make the world a better place.’” 
(HRBA@Tech, 2022:80) Founders purporting to 
introduce technologies they claim will make the 
world a better place should be ready to anchor 
those claims not just in aspirational rhetoric, but 
also in the products’ tangible business models. 
If the social benefits of a technology are central 
to that product’s identity, the founders ought to 
be prepared to make their pitch about how those 
social benefit will flow from the innovation. 

Potentially Harming People

The HRBA@Tech model does not preclude the 
reality that founders may legitimately devel-
op technology destined for use by law enforce-
ment or military users, nor does it stigmatize such 
innovation in cases where founders have no indi-
cation that the end-users of those innovations 
would abuse the technology or use it to inten-
tionally violate human rights. An AI-enabled sys-
tem designed to identify dangerous terrorists, for 
example, might be appropriate if used by a govern-
ment known for its meticulous respect for human 

rights. But that same technology deployed by a coun-
try known to label political opponents as terrorists, for 
example, would be inherently suspect. Founders owe 
it to themselves to reassure themselves, ethically and 
legally (see Lungisile Ntsbeza et al v. Daimler AG et al., 
2009) to not be willfully complicit with state-sponsored 
human rights violations.

Due Diligence: If the AI use case is designed specifi-
cally to prevent people from self-effectuating (for 
example, by limiting their freedom, violating their pri-
vacy, or even killing or injuring them), for example in the 
case of AI technologies with military applications, the 
HRBA@Tech model requires the founders, as a matter 
of personal responsibility, conduct “due diligence of 
[the] government sponsors [or potential users of the 
technology].”  

Research

The 2022 Framework Paper noted that “[t]he design 
phase is one of the most important intervention points 

for injecting human rights considerations into an NET. 
At this point, after the kernel of a new technology has 
been developed but before the final form that a new 
technology will take has been ossified by virtue of a 
manufacturing process, human rights considerations 
can still be mainstreamed with relative ease into a new 
technology” (HRBA@Tech, 2022:80). 

During this phase, startups prepare to launch their 
business by securing an initial round of seed capital 
– perhaps from a VC investor or by joining an accel-
erator program of some sort. This might be when the 

business incorporates and builds a core team of found-
ers, a board of directors, etc. It might also be when the 
business begins to develop a viable product – some-
thing it can use to gather feedback and generate inter-
est among investors and potential customers about 
the product or service.

The 2022 Framework Paper suggests that AI Tech start-
ups at this phase can do several things to ensure that 
their final products or services remain consistent with 
human rights priorities:

HRBA@AI Intervention Vectors during  
the Research Phase

Resources 
(time & 
effort) 
required for 
an AI startup 
to do this 
properly
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Futures 
Thinking + 
Vulnerability 
assessment

How will a technology – when it reaches full maturity and adoption 
by all relevant audiences – impact the most vulnerable in society, 
and can those vulnerabilities be somehow lessened by means of 
concrete design innovations in the technology itself before it goes 
to manufacture?
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Security 
Research

Careful stress-testing of the technology to ensure that there are 
no unintended consequences – even inadvertent or accidental 
ones – that could jeopardize the rights or well-being of impacted 
stakeholders.
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Grievance 
Processes

Design of grievance processes that can accompany the 
technology and that can serve as ‘hazard indicators’ in cases 
when the technology does not meet its stated purposes or when 
the technology inadvertently leads to negative consequences for 
rights-holders.
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Technology 
Transfer

Technologists should already be thinking during the design phase 
how their technologies will be shared with underserved markets 
as part of the technology diffusion phase. This may be part of the 
company’s future ESG strategy but should be planned by design.

Lo
w

Transparency If the design team hopes to use the technology to actively 
empower vulnerable populations, it would need to first ‘translate’ 
the projected impact of that technology into terms that a 
vulnerable population can understand. M

ed
iu

m

Due Diligence Designers of NET should consult with vulnerable communities 
and any other potentially impacted groups to not only ensure that 
their technology ‘does no harm’ but that it also ‘makes the world a 
better place.’

H
ig

h

Some of the above processes require a significant 
investment of time and resources. Not investing in 
those processes, however, leaves a fledgling startup 

vulnerable to potentially existential consequences down 
the road, which should also be taken by investors and 

“After we applied filters to our chatbot services to 
weed out ‘harmful’ content, the number of users 
decreased. However, we had to make conscious 
efforts to refine our AI model when we learned 
that our service could be used by bad actors to 
cyberbully or circulate pedophilia-related con-
tent.”

Junghoi Choi (CEO of Simsimi)

“As start-ups are always suffering from a lack of 
resources and face the pressures of survival, some 
may be skeptical about startups’ ability to raise 
and solve ethical concerns, saying that AI ethics is 
only an afterthought for them. However, AI start-
ups could also be well positioned to realize a high-
er level of AI ethics standards than the more estab-
lished players in the market who may be compla-
cent in complying with the existing legal regime. 
Whereas the bigger tech companies would pre-
fer that the existing rules stay unchanged, it may 
be the destiny for startups, and perhaps in their 
best interest, to break away from existing, sub 
par practices, thereby leading the way forward.”

Gene LEE (CEO of LBox)
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early adopters as a sign of unacceptable risk during 
this early phase of a startup’s development trajectory.

Some of these activities fall under the “Do No Harm” 
heading and should therefore be done no matter what 
the startup’s business model is.  According to the 
HRBA@Tech model, these activities would be required 
to minimize the risk that a startup’s operations, prod-
ucts, or services inadvertently harm the human rights 
of its employees, consumers, or host communities.  
Others fall under the “Make the World a Better Place” 
rubric and apply only to those startups that see it as 
part of their mission to improve the general wellbeing 
of those who interact in some way with its operations.

Do No Harm

Conduct a Vulnerability Assessment: Conducting  
a vulnerability assessment should be relative-
ly straightforward. This is essentially a brain-
storming exercise focused on the identification 
of potentially vulnerable communities or indi-
viduals who might conceivably be harmed by a 
startup’s products or services. Startups should 
always be thinking about how its products 
impact potentially vulnerable communities as 
part of their commitment to the “Do No Harm” 
principle. What to do with this assessment 
is then left up to the managers of the startup.  
Some may wish to actively consult with those vulner-
able communities to co-design the products or ser-
vices. Such consultation would move away from risk 
management and towards a commitment to ‘make the 
world a better place.’ (see below).

Conduct Security Research and Testing: Security  
research is labor intensive. One tech startup we spoke 
to devoted approximately half of its staff during the 
Research Phase toward developing guardrails to train 
the AI-enabled system to reliably achieve its outcomes. 
This investment, however, is essential for startups 

seeking to earn the trust of skeptical consumers. AI-en-
abled products still cause trepidation for many poten-
tial customers. If an AI startup wishes to achieve sus-
tainable success, there should be a focus on safety ear-
ly on. One negative story in the press about an AI start-
up’s products or services can often be enough to devas-
tate that company’s chances of success. Especially for 
startups, their ultimate success often hinges on their 
ability to make the case to customers that they offer a 
higher degree of security than currently available prod-
ucts on the market. From a business perspective and 
an ethical perspective, investments in safety research 
are crucial for early-stage tech startups in the AI sector.

Develop a Grievance Process: It takes time and effort 
for a company to design a viable grievance process, 
especially if that design process is open to input from 
relevant stakeholders. The Ruggie Principles contained 

in the UNGPs provide a clear vision for any such 
design process, articulating the principles around 
which any grievance process should be built. 
Numerous resources, including a thriving special-
ized consulting industry, exist to help corporations 
design grievance processes that are relatively sim-
ple to maintain but that also present significant 
added value to a corporation. Designing a griev-
ance procedure that will grow with and contribute 
to a growing business operation is a wise invest-
ment. Developing such a grievance process is not 
a concession to pessimism (or “wokeness”) or a 
sign that corporate management expects there 
to be a great number of problems to be resolved. 
Rather, it is a recognition of the inevitability, in any 
operation, that grievances or disputes are likely to 
arise at some point, and a recognition that when 

such grievances arise the organization ought to be pre-
pared to handle them constructively rather than letting 
them spiral out of control. 

“We take privacy seriously. We have rigorous dis-
cussions on how to de-identify personal infor-
mation so that the rights of data subjects are not 
unduly infringed upon. It is an important task, but 
an arduous and costly one as well. In this regard, 
if governments could find a way to disseminate 
sound data sets to work on or provide practical 
guidelines, it will immensely boost the productiv-
ity of many AI startups in their research phase.”

Jungkeun LIM (CEO of BHSN)

Grievance processes are useful for human as well as 
technical concerns. They can surface the kinds of issues 
that can plague any operation: issues of harassment, 
discontentment among the staff, sexism, racism, age-
ism, etc. But grievance processes can also serve a tech-
nical function, in that they can provide managers with 
early warning if the goods and services of a company 
are causing unintentional harm among its users. 
Not having such an early warning system risks 
having those issues play out in much more costly 
ways through the media or litigation. In such sit-
uations it is always better to have a robust griev-
ance process in place, waiting to be used, rather 
than to be caught unprepared when aggrieved 
stakeholders find that there is no grievance pro-
cess available to resolve their concerns.

Make the World a Better Place

Anticipate and Plan for Future Technology Trans-
fer: A key component of making the world a bet-
ter place is a commitment to equity, both within 
and across nations. The globally relevant cor-
pus of human rights includes a commitment 

to the global sharing of knowledge and scientif-
ic achievements. When these achievements are 
made by corporations, and shielded by robust 
intellectual property regimes, such knowledge 
sharing typically only happens in line with a cor-
poration’s profit function. If a particular society 
or customer is simply too poor to afford a cer-
tain AI-enhanced product or service, the market 
dictates that they will simply never have access 
to that good. A commitment to making the world 
a better place, therefore, requires devoting some 
thought towards a corporate strategy that will 
eventually open opportunities for communities to 
benefit from technological innovation even if they 
lack the resources to compete on the open mar-
ket. Anticipating such technology transfer does 
not necessarily require a non-for-profit business 
model, but it does require some strategic planning 
about how to nonetheless protect legitimate trade 
secrets and intellectual property protections. 

At this early Research Phase, a focus on tech-
nology transfer requires little more than a 
brainstorming process and visioning exercise. 
The results of that process can then be incorpo-
rated into the business plan for the AI-enabled 
product or service. Companies that think about 
eventual technology transfer can claim to be plan-
ning a tangible contribution towards ‘making the 
world a better place.’ This brainstorming activ-
ity is best done early on in a startup’s develop-

ment trajectory, as it will help it attract certain types 
of ESG funding and implant a medium-to-long-term 
strategy for sharing of new technologies with under-
served markets directly into the startup’s business plan.

Transparency: Transparency is frequently mentioned as 
an integral part of AI ethics, applicable to all AI use cas-

“As a C2C company, it is important for Daangn to 
immediately respond to customer complaints. 
Harnessing machine learning capabilities, our 
operations team detects hazardous content and 
develops tools for filtering content and deter-
mining the order in which content is exposed to 
users.”

Mina JUNG (GR Lead of Daangn)

“An example of a tool currently under review is 
the “Feed Soundness Indicator(s).” The indica-
tors would be used to classify content based on 
data used by customers or user feedback, quanti-
fy “ideal connections”, and use them for filtering 
and recommendation in the future. For example, 
Daangn prohibits the sale and purchase of fish, 
and such decision is based on an analysis of the 
customer’s usage data, where they found that the 
sale and purchase of fish usually takes place with 
the intent of mass trading for pets, a practice that 
frequently involves unethical business practices 
such as animal abuse.”

Jaeyoon CHUN (Machine learning engineer at Daangn)

“AI is different form human intelligence in that the 
impact of its training is perpetually cumulative. 
An AI system trained on tainted input data pro-
duces tainted output data which again feeds back 
into the system. This is why I cannot stress enough 
the importance of establishing safe guardrails in 
the early stages, rather than later when the sys-
tem begins to spiral out of control.”

Byungjoon KIM (CEO of Hantech)

“Some critics worry about the displacement of 
authors. More specifically, they raise concerns 
that the prevalence of AI-assisted writing will 
diminish the value of expressiveness in works of 
authorship. However, we believe that an author’s 
unique expression, or an expressive element in a 
literary work will remain, albeit in the territory 
of luxury goods. Our AI service will be liberating 
in the sense that most people will get a chance 
to focus more on the raw ideas and imagination 
while being assisted by AI as to how they can best 
express them.”

Seyoung LEE (CEO of Wrtn Technologies)
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es, not just those seeking to make the world a better 
place. For AI tech companies pledging themselves to 
‘make the world a better place,’ however, transparency 
requires not just transparency in response to applicable 
laws, regulations, and court orders (“responsive trans-
parency”), but rather proactive transparency. The 2022 
Framework Paper distinguished these two levels of 
commitment to transparency. All AI startups, regardless 
of their commitments to ESG principles, should com-
mit themselves to responsive transparency as part of 
their commitment to simply follow the applicable laws.

Proactive transparency, on the other hand, requires 
businesses to think about the barriers that might exist 
between company insiders and the communities that 
interact with their products and services in some way. 
Cultivating this kind of transparency takes some time 
and effort, but ultimately also has payoffs down the 
line in terms of stakeholders’ understanding of a start-
up’s products and services.

Consulting with Vulnerable Communities: Consulting  
with communities requires a significant investment 
of time and resources. An early investment during 
the Research Phase of the product lifecycle can yield 
major payoffs down the road. A proactive effort to con-

sult with obviously identifiable vulnerable communi-
ties can prevent accusations later that a company was 
acting without regard for the impact of their decisions 
on local communities. More importantly, consultation 
can give communities a sense of agency and co-own-
ership over a product that can also positively impact 
the startups’ later chances of capturing market share. 
Here too, an early investment can yield major future pay-
offs, and should also serve as a demonstrable signpost 
to investors of a company’s stance on ESG principles.

Release and/or Manufacture 

The “Manufacture” stage uses a terminology best suited 
to the development of physical technological devices 
and presumes a process of actually making those prod-
ucts and bringing them to market. SaaS AI use cases 
do not require the physical “manufacture” of any prod-

ucts, but they do require substantial programming 
and refinement of various software-based prod-
ucts or services. AI technologists might describe 
this as the Release Phase, when a product is first 
released to customers and consumers. This stage 
usually involves a significant marketing and pro-
motional push to attract customers and establish 
an early market presence. As startups prepare to 
launch, accelerators and VCs can provide valuable 
support by offering access to networks, industry 
partners, and investor communities. They can also 
assist with early-stage marketing and sales strat-
egy, helping to create buzz and momentum as the 
product launches.

The 2022 Framework Paper suggests that AI Tech 
startups at this phase can initiate several processes 
to ensure that their final products or services remain 
consistent with human rights priorities:

“We use content moderation as an opportunity to 
spur discussion within the community. We ask 
our users for their opinion and reflect their feed-
back in our operational policy. However, often the 
users seem split on the issue, and line-drawing 
becomes very difficult.”

Jay LEE (Founder and COO of Triplecomma) &  
John HAN (CTO of Triplecomma)

HRBA@AI Intervention Vectors during  
the Release and/or Manufacture Phase(s)

Resources 
(time & 
effort) 
required for 
an AI startup 
to do this 
properly
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Environmental, 
Social, and 
Governance 
Policies

ESG policies and procedures should be built into the 
manufacturing phase of any NET.

M
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m

Supply Chain 
Management 
Policies

Responsible and ethical supply chain management policies need 
to be enacted to ensure that there are no negative human rights 
impacts at any stage of a NET’s supply chain.

M
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Fair Labor 
Practices

Companies developing NETs need to ensure that they have fair 
labor policies and that they are not violating the human rights of 
their employees.

M
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Establishment 
of Internal 
Grievance 
Processes

Internal grievance process for employees are necessary for 
any company working on an NET, so that its employees can file 
internal claims for issues such as discrimination or unlawful 
practices. Lo
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Independent 
Monitoring

There should be independent monitoring of the manufacturing 
stage of all NETs, and in some cases both internally and 
externally.
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Civil Society 
Involvement

Civil society should be consulted and involved in the 
manufacturing stage, whether as independent observers or 
other types of participants.

M
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m

Most of these processes fall under the “Do No Harm” pil-
lar, and are therefore incumbent on any startup, regard-
less of whether they have set for themselves the goal of 
“Making the World a Better Place.” Indeed, each of these 
five processes, broadly speaking, fall under the heading 
of ESG Policies, and increasingly should be considered 
as standard elements of doing business.  These pro-
cesses can be labor intensive, but should also be consid-

ered normal and necessary aspects of a startup growing 
and maturing to become a viable market presence. 

Do No Harm

Environmental, Social & Governance Policies: Implement 
-ing robust ESG policies in a company involves several 
key steps. The first is to understand ESG as a concept 
and its importance, and more specifically how the start-
ups business model might interrelate with those con-
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cepts.  AI companies might, for example, think about the 
environmental impact of their servers, and seek ways to 
minimize the carbon footprint of those operations.151 
Or they might think about social issues such as their 
own internal labor practices or the impact they might 
be having on certain communities in which they oper-
ate. Finally, they might think about governance issues 
having to do with corporate ethics and transparency. 
These initial surveys are best done with the help of out-
side stakeholders, which is one area where corporations 
might choose to involve civil society (see below, under 
“Make the World a Better Place”). While still unusual in 
the business world, bringing outside perspectives into 
these discussions can help give a much more realistic 
sense of a business’ potential impacts on communities, 
and therefore offer valuable insights into how a business 
might minimize those negative impacts. 

After conducting a baseline assessment, a firm might 
want to set for itself some clear and realistic ESG-related 
goals that it would like to achieve for itself. These goals 
should not be seen as charity, or add-ons living in awk-
ward tension with an existing business model. Rather, 
they should be adjustments to improve environmen-
tal impact, improve a company’s social impact, and 
improve its governance structure that would be aligned 
with the company’s overall business model and per-
haps even enhance it. Depending on the size of a com-
pany, management should designate a specific unit, 
department, or compliance officer as the champion of 
human rights within a company. This unit should have 
the technical expertise to engage in constructive prob-
lem solving with relevant other units and focus on pro-
moting a cross-cutting regard for human rights as a 
central part of the corporate culture.

151. Melissa Heikkilä, “We’re getting a better idea of AI’s true carbon footprint,” (Nov. 14, 2022), MIT Technology Review, https://www.
technologyreview.com/2022/11/14/1063192/were-getting-a-better-idea-of-ais-true-carbon-footprint/. 

After having set specific and achievable goals, a com-
pany should then formulate policies to begin main-
streaming its ESG commitments throughout its oper-
ational model.  A few areas are particularly important 
to think about for most companies:

Supply Chain Management Policies: To the extent a 
company produces physical products, it should devel-
op strategies to ensure the ESG alignment of its suppli-
ers to those it also wishes to uphold. As many garment, 
footwear and computer hardware companies learned 
the hard way, lax labor standards in supplier firms deliv-
ering only components of a final finished product can 
easily tarnish the reputation of the brand-name hard-
ware producing company.

Fair Labor Practices: Somewhat related to supply chain 
management processes, but directed internally at one’s 
own staff and employees, a robust commitment to 
ESG dictates a commitment to living wages and fair 
market practices. While this may not sound like a major 
concern in AI companies with its highly-paid techni-
cal experts and engineers, it does have implications 
for non-tech staff who work at the companies as well 
as the widespread practice within the tech industry of 
outsourcing certain high-intensity business operations 
to lower-cost markets (often in the global south) where 
workers earn substantially lower salaries and enjoy few 
of the benefits enjoyed by tech workers in headquarters. 

Establishment of Internal Grievance Processes: The  
importance of establishing a robust grievance process 
was described above. In particular, during the “Manufac-
ture” or “Release” Phase of an AI-enabled product or ser-
vice, grievance processes can serve a crucial function 

of providing an early warning system if the AI, for 
whatever reason, begins to behave in unexpect-
ed or counterproductive ways. Firms should also 
establish internal grievance process for employ-
ees so that they can file internal claims for issues 
such as discrimination or other unlawful practic-
es. As the business begins to grow, and as new 
stakeholders become involved, these grievance 
processes should be re-examined and poten-
tially amended to ensure that those new stake-
holders (for example customers who engage with 
an AI product in the marketplace after its public 
launch) also have viable access to a grievance pro-
cess, that their experience interacting with that 
process still reflects the Ruggie Principles con-
tained in the UNGPs, and that the company ben-

“Having a governance structure is crucial because, 
in the real world, people require designated 
authority figures. Assigning names to teams and 
personnel, along with providing titles, is neces-
sary for individuals to fulfill responsibilities and 
be motivated to carry out their duties. This signifi-
cantly contributes to creating value and influenc-
es how effectively you can advocate for AI ethics 
issues when dealing with other departments.”

Jinhwa HA (Manager of Kakao Human Rights and Tech Ethics Team)

efits from the early-warning role that such a grievance 
process should play.  

Independent Monitoring: The company will also need 
to monitor its progress on these various ESG priorities.  
This means first establishing objective metrics of suc-
cess, tracking those metrics, reporting them publicly, 
and periodically revisiting them to assess whether the 
metrics gathered truly reflect the spirit of the ESG goals 
the company set for itself. To support its monitoring 
mission, the company can and should invite external 
and independent auditors into the process to ensure 
the legitimacy of this auditing process.

After these various ESG policies are developed, they 
need to be integrated and mainstreamed into a startup’s 
overall business operations. This will require addition-

al rounds of training, capacity building, and oversight. 
Here also external consultants, in-house specialists, 
industry consortiums, or partnerships with specialized 
civil society groups can be quite helpful. Especially those 
partnerships involving non-company insiders as facili-
tators can serve as clear and positive signifiers of trans-
parency by the startup, as well as messaging to internal 
and external audiences that the company takes these 
priorities seriously. 

Finally, the company will need to communicate about 
its progress vis-à-vis its ESG goals internally and with 
investors, but also – if it chooses to be proactive-

ly transparent –publicly with stakeholders in 
the community. 

Make the World a Better Place

Civil Society Involvement: Many businesses are 
extremely hesitant to invite civil society into their 
operations to support their efforts to implement 
more realistic ESG commitments. These concerns 
are understandable. That said, for certain startups 
such partnerships can prove to be extremely valu-
able. They offer the opportunity for more trans-
parent communication about issues that may be 
affecting workers or other stakeholders, articulat-
ed by civil society groups who are less concerned 
about the repercussions of speaking up to man-
agement. In exchange for this transparency, cor-
porations are also able to claim publicly that they 

work in partnership with those civil society organiza-
tions to craft their ESG policies, and that the integrity of 
those organizations attaches also to the corporation’s 
efforts to approach this process in good faith.

“Our monitoring mission starts from within. We 
emphasize the education and training of our staff 
from top to bottom and the monitoring of our sys-
tem to ensure that our cybersecurity measures are 
always intact. Essentially, we have made delib-
erate efforts to make this kind of vigilance part 
of our culture. In fact, when it comes to security 
issues “basic hygiene” can prevent 90% of cyber-
security risks.”

Chan YOON (Director, Corporate, External &  
Legal Affairs at Microsoft Korea)
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Refinement

For AI products, the adoption phase (which AI technolo-
gists might refer to as the “Refinement Phase”), is when 

a product has been launched onto the market and ide-
ally a startup’s products or services begin to “go viral.” 
Success begins to beget success, and a product’s reach 
begins to grow exponentially.

HRBA@AI Intervention Vectors during  
the Research Phase

Resources 
(time & 
effort) 
required for 
an AI startup 
to do this 
properly
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Due Diligence Developers of NETs should conduct ongoing due diligence 
to protect from (and correct) negative human rights of their 
product(s). Lo

w

Adjustments 
to Prevent 
Distortion

The necessary adjustments need to be made by those creating 
and marketing technologies to prevent distortion.
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Ethical 
Marketing

Ethical marketing requires a focus on not only how the NET 
benefits customers, but also how it ‘makes the world a better 
place,’ by, for example, benefiting socially or environmentally 
responsible causes. It includes avoiding false or misleading claims 
or representations of the product.

Lo
w

Outreach & 
Maintenance 
of Grievance 
Procedures

Companies should conduct outreach to potentially affected 
communities and groups and maintain grievance procedures for 
anyone negatively affected by their products. Lo

w
If a startup has undertaken the higher-intensity efforts 
during the Research and Release / Manufacture Phases 
of the product lifecycle, relatively little additional work 
effort will be required of management at this stage. 
Most of the processes listed above will be largely pas-
sive, and the institutional and cultural infrastructure 
necessary for these processes to operate effectively 
will have already been put in place earlier.

Do No Harm

Due Diligence: At this point, an existing grievance pro-
cess, and existing investments in the ESG priorities and 
policies of the company should be sufficient to allow 
management to monitor, passively but in an ongoing 
manner, whether any new human rights challenges have 
arisen because of the company’s rapid expansion.

Adjustments to Prevent Distortion: When the company 
identifies potential issues, it would then need to expend 
efforts to course-correct. Given previous investments 

in a corporate ESG philosophy, however, these course 
corrections are likely to be rather modest.

Make the World a Better Place

Ethical Marketing: Ethical marketing practices, espe-
cially in the context of products hard-wired to make 
the world a better place, are essentially synonymous 
with regular marketing practices. At this point, the cor-
poration’s efforts to promote human rights in fact feed 
directly into the company’s approach to advertising. 

Outreach & Maintenance of Grievance Procedures: 
Finally, a company would need to engage in ongoing 
maintenance of its grievance procedure – again pro-
moting it and ensuring that it follows the company’s 
inroads into new markets. This way, the grievance sys-
tem can continue to serve as the company’s primary 
early-warning system in case its operations are causing 
unintentional harm.

Deliberate efforts by startups to cater to user needs 
can ultimately pay dividends. Although efforts to 
infuse human rights considerations into their system 
may be burdensome, a number of startups in their 

Refinement Phase seem to have embraced the cause 
as a springboard to success and sustained growth.

“I think the most important objective of startups is “user satisfaction.” If there is a com-
pany conflicted between 1) increasing advertisement sales exposing feeds based on met-
rics that attract users with instant gratification, and 2) adopting soundness indicators at 
the expense of such sales, I would suggest thinking about what you believe is the prop-
er direction of a ‘sustainable platform’ from the perspective of your customer base. You 
should prioritize ensuring sustainable user satisfaction, and then think about how to bet-
ter monetize based on this during the decision-making process.”

Woochul PARK (Agenda Research Leader at NAVER)

“Excessive control over content could make the platform less exciting, but on the other 
hand, blind neglect toward collective pleasure-seeking behavior is likely to deteriorate 
the quality of user experience. Some vocal users tend to advocate free speech and defy 
efforts to moderate content. In terms of user retention in the immediate term, we would 
be better off freely exposing more exciting content, but we have also witnessed the rise 
in user fatigue due to excessively stimulating content. 

“Striking the right balance with content moderation is also closely aligned with our prof-
it motives. Avoiding content moderation may have a positive impact on short-term sales, 
but it may have a lingering negative impact on our revenue and reputation in the long run.”

Jay LEE (Founder and COO of Triplecomma) & John HAN (CTO of Triplecomma)
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Maturity

The final phase of the product lifecycle that can argu-
ably still pertain to startup enterprises is the diffusion 
stage (which an AI technologist might refer to as the 
“Maturity Phase”), where a startup’s product begins to 
be incorporated into other products produced by other 

corporations. One startup’s product might, for exam-
ple, have become so successful that other applications 
incorporate it as the foundation for their own subsidi-
ary products (perhaps paying the original startup roy-
alties to do so). In such situations, the company relin-
quishes some control over its original goods or services 
and begins instead to collect royalties for its intellectu-
al property from other service providers.

HRBA@AI Intervention Vectors during the Maturity Phase

Resources 
(time & 
effort) 
required for 
an AI startup 
to do this 
properly
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Vetting of 
Potential 
Licensees

Potential licensees of NETs must be thoroughly vetted to ensure 
that they will not use the licensed technology to harm others or 
commit human rights violations. While an ‘owner’ of any particular 
NET cannot ensure with complete certainty that a licensee will 
not use the NET in a harmful manner, licensors should engage in 
practices such as reviewing the human rights records of potential 
licensees (e.g., in the example of a government licensee, examine 
the government’s human rights record) and the licensee’s stated 
desired use of the NET.
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Due Diligence After licensing or otherwise diffusing an NET, the owner (as well as 
the licensee) should conduct ongoing due diligence to ensure that 
the technology is not having any potential negative human rights 
impacts.

Lo
w

Installation of 
Technological 
Safeguards 
to Prevent 
Abuse

As detailed in Chapter 3, guardrails should be installed within any 
NET to prevent negative human rights impacts.

Lo
w

The corporation may relinquish primary responsibili-
ty for the AI product at this point, as it hands over con-
trol and use of the technology to another service pro-
vider. Depending on the circumstances, there may be 
little left to do for the startup at this point to remain in 
line with the HRBA@Tech approach.

Do No Harm

Vetting of Potential Licensees: To “Do No Harm,” a cor-
poration must merely assure itself that the subcon-

tractor or licensee of a technology not have an obvious-
ly human rights violating purpose in mind for obtaining 
a license for the technology. This requires some mod-
est vetting of their business model and track record as 
a business or public authority so far.

In the vetting process, however, it is advisable for start-
ups to be at least open-minded about the purpose that 
their AI product may be used for. In other words, they 
should be careful not to be overly judgmental about the 
licensee’s intended purpose for usage.

“Content moderation is a delicate matter. By fail-
ing to capture the subtle nuances of our expres-
sions, we can easily over-regulate. As we analyzed 
the use patterns of heavy users of Simsimi, we 
encountered a quite interesting case where a user 
would swear at the Simsimi chatbot for an hour 
nonstop. At first, we suspected this to be anoth-
er abuse case, but on second thought, we came 
to realize that this unhappy individual may have 
been engaging in ventilation, which is a common 
treatment applied to psychiatric patients.

“Should even the lightest of swear words be fil-
tered out and uniformly regulated? We may have 
to pause for a moment and think about the effect 
of content moderation on the freedom of speech 
and the power of language as a ventilation tool. ”

Junghoi CHOI (CEO of Simsimi)

The potential of chatbot-assisted health support 
is well-documented through various research con-
ducted using Simsimi’s anonymized interaction data.152 
Users sought health-related information and shared 
emotional messages with the chatbot, indicating the 
potential use of chatbots to provide accurate health 
information and emotional support.153 Especially for 
users who have difficulty communicating emo-
tions to other humans, these chatbots would 
provide helpful information about depressive 
moods and how to cope with them.154

On the other hand, the risks and dangers associ-
ated with these AI companions have also been 
reported.155 The chatbots also had the potential 
to provide ill-informed guidance, magnify nega-
tive emotions, or inadvertently motivate harm-
ful acts such as self-harm or harming others.156

Setting boundaries on what ideas we can tol-
erate and sympathize with, and how far we will 
allow them to be expressed in our interactions 

152. Chin H et al., “The Potential of Chatbots for Emotional Support and Promoting Mental Well-Being in Different Cultures: Mixed 
Methods Study”, J Med Internet Res 2023; 25:e51712, https://www.jmir.org/2023/1/e51712; Chin H et al. User-Chatbot Conversations 
During the COVID-19 Pandemic: Study Based on Topic Modeling and Sentiment Analysis, J Med Internet Res 2023; 25:e40922, https://
www.jmir.org/2023/1/e40922.

153. Id.

154. Id.

155. Julian De Freitas et al., “Chatbots and Mental Health: Insights into the Safety of Generative AI,”(Oct. 26, 2023), Harvard Business 
School Marketing Unit Working Paper No. 23-011, at 5.

156. Id.

with AI would be important decisions we have 
to make down the road. Pushing the boundaries 
of AI ethics to ensure human dignity is upheld in 
every respect could lead to a far deeper level of 
sophistication of AI.

Make the World a Better Place

Due Diligence: For companies intending to make 
the world a better place, they can also continue to 
extend its monitoring and due diligence systems 
even to extend to the operations of the licensee. 
These due diligence processes would presum-
ably have to be tied to the underlying AI use case 
or product and negotiated as part of an overall 
licensing agreement with the licensee.

Installation of Technological Safeguards to Prevent  
Abuse by Licensees: The final strategy a company 
can use before licensing its AI enabled products 
or services is to implement specific use guardrails 
into a product that guarantee that a product will 
not be used in a way inconsistent with its intended 
use. This is a technical solution, and it presumably 

limits the market value of a certain good or product, but 
it would go some way towards ensuring that even licens-
ees stay bound to the “Make the World a Better Place” 
vision for a certain AI enabled good or service.

“In building community standards, at least initial-
ly, we may have to be satisfied with abstract prin-
ciples. As the standards evolve, the time will come 
when hyper-personalized value propositions or 
deeper nuances of ethics become important. At 
that point, more concrete and intensified discus-
sions on training, filtering, and retraining would 
need to be made.”

Seyoung LEE (CEO of Wrtn Technologies)
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From Principles to Processes (“The What”)
The analysis above already described in detail what 
startups should do, at what point in their product life-
cycle, to be consistent with the HRBA@Tech approach. 
The principles that should guide those processes are 
implicit in what was written above. For companies that 
subscribe only to the “Do No Harm” approach – in oth-
er words companies who pledge to abide by the pro-
visions of the UNGPs and standard business practices 
regarding ESG programming – they should be guided by 
the principles of Legality, Non-Discrimination, Safety, 

and Accountability & Access to Remedies. Any business 
developing AI-enabled products or services should 
embrace these principles as a ‘bare minimum’ stan-
dard to guide its operations.  Businesses claiming to 
also make the world a better place, on the other hand, 
should also aspire to promote a commitment to the 
principles of Empowerment, Proactive Transparency, 
and Participation in their efforts to advance the cause 
of human rights. 

Question(s) Presented
This chapter has featured a straightforward application 
of the HRBA@Tech framework as applied to an AI-prod-
uct lifecycle. Taking the relative effort required to carry 
out each of these processes, one can chart the effort 
required by an AI startup over time, as the company 
evolves from the innovation phase through towards 
the Maturity Phase. This analysis shows that the effort 
required by firms pursuing a “Do No Harm” strategy 
of human rights risk mitigation is highest during the 
Research and Release Phases of the AI product lifecy-
cle. The analysis further suggests that firms intending 
to “Make the World a Better Place” as part of their core 
business strategy must additionally expend substan-

tial effort during the Innovation and Research Phases of 
the product lifecycle. While significant, we have found 
that these early investments pay off, especially as the 
corporations mature. Early human-rights based invest-
ments serve to prevent human rights-related crises 
from damaging the company’s reputation and bottom 
line during later stages of the firm’s AI-product lifecy-
cle, when they would be far more expensive to remedy. 
For firms claiming to incorporate human rights objec-
tive directly into their business model, early investments 
are crucial to attract the support the startup will need 
to get off the ground and find the necessary user base 
that would help the company flourish.

Our case studies explored the extent to which these 
theoretical ideas were reflected in the actual practice of 
AI startups, and whether there might also be additional 

processes not foreseen in the HRBA@Tech model that 
corporations used to protect and promote human rights.

Analysis: Integrated Lessons Learned 
from the Case Studies
Ten lessons stand out from the above analysis:

1. The term “tech startup” is too broad to  
serve as a useful category when discussing 
what a tech startup should do at which point 
of an AI product’s lifecycle.

The term “tech startup” is almost absurdly 
broad, including everything from the 5 Hewl-
ett-Packard guys in their garage to OpenAI and 
their billions of dollars.  Especially in AI, where 
startups need absurd cash infusions to get off 
the ground, a much more useful analysis is to 
break them down according to the different 
stages of the AI-product lifecycle. The Inno-
vation Phase starts with a vision, then the 
Research Phase tests out various hypotheses 
before the release of an AI product. The ‘release’ 
is followed by constant and repeated ‘refine-
ment’ of the original model, until the AI product 
reaches the point of ‘maturity.’

2. Tech startups often operate in different 
markets than “big tech,” and are thus not always 
competitors.

Tech startups do not always compete directly with 
the ‘big actors,’ and only a small number may have the 
ambition to build a product that will directly compete 
with the leading firms in the ecosystem. Instead, 
they are competing more to produce products and 
services that will layer on top of existing tech prod-
ucts and provide better and more targeted services. 
This opens the possibility of sharing responsibility on 
ensuring that AI systems are trustworthy and collab-
oration between “big tech” and “little tech” to respect 
and promote human rights. 

Most tech startups we interviewed did not demand or 
expect lenient treatment from regulators. However, 
they asked for some patience and guidance. They admit 
there’s a lot of catching up to do because, as compared 
to the more established players in the market, they are 
still far behind in learning how the game is played, what 
rules will be applied, and to what extent, etc. 

3. For AI startups, the pursuit of profits incentivizes 
concern for human rights.

An AI startup’s dedication to ethics, or human rights, is 
often closely aligned with its profit motives. Contrary 
to popular belief, the startups seem to have an intui-
tive sense that their dedication to human rights will pay 
off in the long run. Because startups are so cost-sensi-
tive, they do not engage in human rights-based service 
unless they have a strong conviction that the human 
rights-based approach will contribute to the long-term 
sustainability of the service and, in turn, ultimately 
translate into profits. This is because consumers, espe-
cially in the field of AI (perhaps because of the social 
anxiety associated with AI, and the aggressive ambiv-
alence of certain tech luminaries, who travel the world 
speaking of the potential for greatness as well as the 
potential for societal apocalypse), already demand of 
tech startups a very high commitment to trustworthi-
ness.  There is no free pass for tech startups, and the 
pressure is coming from consumers as much as (or 
more) than from the regulators. Some startups seem 
to have already equipped themselves with a nuanced 
understanding of how their commitment to trust-

“KY3C (which stands for “Know Your Cloud, Know 
Your Customer, Know Your Content”) is a frame-
work Microsoft developed to help partners and 
customers practice Responsible AI (and meet AI 
regulatory requirements). It is based on the “Know 
Your Customer” principle used in the financial ser-
vices industry to protect against money launder-
ing and criminal or terrorist use of financial ser-
vices. Defining and assigning obligations to know 
one’s cloud, customers, and content helps tech 
startups leverage other players in different layers 
of the AI technology stack in collectively ensur-
ing the responsible development and deployment 
of AI.”

Chan YOON (Director, Corporate, External & Legal Affairs at 
Microsoft Korea)
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worthiness should take form, while also being open 
to discussions on AI guidelines. 

4. Many AI startups welcome guidance from their 
governments and the international community on 
how best to build trustworthy AI.

AI startups need the government to provide clarity, 
information, resources, and training.  The business 
community is not automatically hostile to international 
normative guidance. Rather, they would regard guid-
ance at the national or international level as helpful. As 
these the startups are resource constrained, the right 
incentives at the right time may nudge them toward 
legal compliance and service based in human rights. 
The incentives do not have to be provided in the 
form of monetary subsidies. Vouchers for data 
or compliance training would be welcomed.

5. Tech startups have different levels of 
compliance needs, depending on where 
their pre-existing competencies have 
already been built up. 

There are varying level of compliance needs 
and government and regulatory authori-
ties should choose wisely when and how to 
intervene because they can either be very 
resourceful or simply be getting in the way. 
Startups are quite advanced in figuring out 
content moderation, whereas they fall behind and lack 
resources regarding data protection and other cyber-
security-related compliance. During the Release and 
Refinement Phases, startups receive constant user 
feedback on content moderation and commu-
nity standards which forces them to reinvent their 
business to meet user expectations. In contrast, there 
is less urgency in managing privacy and cybersecu-
rity, because user expectations only become apparent 
after there has been a data leakage or other mishap. 
These are the areas where government can make a 
direct and lasting impact. 

6. The “human rights” discourse fits well with how 
tech entrepreneurs think about managing both the 
risks and opportunities of AI. 

When legal and regulatory framework around AI still 
seems murky at best, framing the discourse on ‘what 
is best for our users’ in the context of human rights 
can ultimately help guide society as to what those 
legal boundaries should look like. Because AI is both 

an empowerment tool with which we can extend the 
reach of our human rights agendas and a source of 
our deepest existential fears that the technology can 
degrade abilities and experiences that people consider 
essential being human, the ‘human rights framework’ 
can serve as an appropriate foundation upon which we 
can lay the building blocks for reaching humanity’s full 
potential through AI. The term ‘human rights-based obli-
gations’ may seem exceedingly burdensome when we 
are not even sure as to what our bare minimum ‘legal 
obligations’ are, but the universality of the doctrine 
could be useful especially because the legal landscape 
is still fluid around AI, a technology that is set to have 
a profound impact on the meaning of being human.

7. The need for education and awareness raising. 
Educating and promoting human rights-oriented 
values across the industry will be crucial. 

A human rights-based approach should be deeply 
engrained in the startup culture at least from the 
design/research phase. Many startups seem to display 
a lack of concerted efforts among the developers of AI 
products and the people in charge of setting up legal/
ethical guardrails to infuse human rights-based consid-
erations into product development. Before even getting 
at cost-benefit analysis for implementing guardrails, 
the idea of implementing guardrails do not even cross 
their minds because its importance has never been 
properly emphasized. 

8. Tech startups need tangible incentives and support 
to do what is necessary to build systems based on 
trustworthy AI. 

Startups do not have the wherewithal to think deeply 
about these issues when they must meet launch dead-
lines before their funding dries up. If startups could 

educate policymakers on their best practices, and 
vice versa, and if policymakers could introduce proper 
incentives so that the best practices could become the 
industry standard rather than accelerate the startups’ 
demise, it would be a lot easier for startups to make 
conscious, human rights-based decisions on their path 
to maturity.

9. Leadership matters. 

When founders to raise awareness about AI technolo-
gies, their potential benefits, and risks within the orga-
nization, other members can also voice their concerns. 
In turn, a culture that fosters responsible develop-
ment and deployment of AI technologies will formu-
late organically. The idea of using ‘Feed Soundness Indi-
cators’ to promote more sound content, rather than 
lewd, or obscene materials on Daangn’s platform orig-
inated from a developer who took notice of a negative 
customer feedback. We witness the best practices on 
the ground, but the seeds of such innovation are sowed 

from the top reminding the constituents of the culture 
that is based on respect for human rights.

10. Willingness to consider the specific context and 
circumstances when assessing whether an AI 
system adheres to a human rights-based approach 
is important. 

Everyone has a different conception of what fairness is. 
The challenge is amplified when we unduly rely on auto-
mated decision-making through AI. Startups should 
aim to promote the development of AI systems that 
are explainable, and the governments, on the other 
hand, should not be so quick to judge the soundness 
of the entire AI system based on a selective impact 
assessment of those who are worse off due to the 
introduction of a certain innovation. Regulators should 
be prepared to hear out the rationale for the AI system’s 
design before deciding that the system failed to uphold 
human rights altogether.

 

“A human rights-based approach (HRBA) is not 
only a fundamental and core value but also a valu-
able tool in ESG practices. Utilizing the 5 steps of 
the UNGP human rights and business cycle can be 
helpful in addressing tech ethics issues. This meth-
od provides a problem-solving framework ground-
ed in a thorough risk assessment.”

Jinhwa HA (Manager of Kakao Human Rights and Tech Ethics Team)
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Paper 2-2: 

Harnessing AI to Solve 
Climate Change as a 
Wicked Social Problem”“
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AI and machine learning are often described as solutions 
to some of the world’s most complex problems. In the 
medical field, for example, AI has been shown to be 
more accurate than (human) doctors in predicting can-
cer,157 and opened the door for more precise treatment 
options using existing drugs on cancers of unknown ori-
gin.158 AI similarly promises to revolutionize the field 
of vaccine research and design, giving rise to a whole 
new discipline of ‘immunoinformatics’.159 These are 
significant advances, often justifiably held forth as evi-
dence of the transformative benefits of this new and 
still-emerging technology.

Finding a cure for cancer is a problem where a vast 
majority of humanity is likely to agree on the core prem-
ise of what needs to be solved, and how to go about 
solving it. Most people, in most communities around 
the world, would likely agree that a world without incur-
able cancer would be preferable to our current reality. 
In other words, there tends to be a linearity in the way 
most people think about curing cancer, and in automat-
ic endorsement of experts who can credibly promise 
us that they hold the skillset to achieve that outcome. 

Such problems lend themselves well to a science-based 
or engineering approach to problem solving,160 and have 
therefore been described as “tame” problems. This des-
ignation says nothing about these problems’ simplic-
ity or complexity, but rather only the way these prob-
lems can be solved.161 Many so-called “tame” problems 
are in fact exceedingly complex, and many have elud-
ed human scientific and engineering ingenuity for cen-

157. Zhang, Bo, Shi Huiping, Wang Hongtao, “Machine Learning and AI in Cancer Prognosis, Prediction, and Treatment Selection: a 
Critical Approach,” J. of Multidisciplinary Healthcare, Vol.16, 1779-1791 (2023), https://doi.org/10.2147/JMDH.S410301.

158. Moon, Intae, LoPiccolo, Jaclyn, Baca, Sylvan C. et al., “Machine Learning for Genetics-Based Classification and Treatment 
Response Prediction in Cancer of Unknown Primary,” Nature Medicine, Vol.29, 2057–2067 (2023), https://doi.org/10.1038/s41591-
023-02482-6.

159. McCaffrey, Peter, “Artificial Intelligence for Vaccine Design,” In: Thomas, Sunil (ed) Vaccine Design. Methods in Molecular Biology, 
vol 2412. New York, NY: Humana, (2022), https://doi.org/10.1007/978-1-0716-1892-9_1; Thomas Sunil, Abraham Ann, Baldwin Jeremy, 
Piplani Sakshi, and Petrovsky Nilolai, “Artificial Intelligence in Vaccine and Drug Design,” Methods in Molecular Biology, Vol.2410:131-
146 (2022), https://doi.org/10.1007/978-1-0716-1884-4_6; and Maserat Elham, “Integration of Artificial Intelligence and CRISPR/Cas9 
System for Vaccine Design,” Cancer informatics, Vol.21:11769351221140102, (2022), https://doi.org/10.1177/11769351221140102.

160. Rittel, Horst and Webber Melvin, “Dilemmas in a General Theory of Planning,” Policy Sciences, Vol.4(2) 155-169 (1973).

161. Id., at 158.

162. Chris Lott, “Solving Unsolvable Combination Problems with AI: How Qualcomm AI Research is Optimizing Hardware-Specific 
Compilers and Chip Design with AI,” (Feb. 1, 2023), OnQ Blog (Qualcomm), https://www.qualcomm.com/news/onq/2023/01/solv-
ing-unsolvable-combinatorial-problems-with-ai.

turies if not millennia. What makes a problem “tame” 
is they can be solved, it will usually happen by means of 
a rigorous application of the scientific method.

AI promises to enhance humanity’s ability to solve such 
“tame” problems.  AI can be thought of as a brute-force 
computational tool that essentially overpowers com-
plexity by means of its sheer computational muscle. 
Qualcomm’s Sr. Director of Engineering has described 
AI’s ability to solve “combinatorial problems,” or prob-
lems with “many choices [where researchers or plan-
ners] need to find an optimal solution.”162 Other types of 
combinatorial problems include supply chain manage-
ment, weather forecasting, flood prediction, microchip 
design, and airline network planning, to name just a few. 
AI researchers are making significant strides towards 
solving such problems in ways that would have been 
unimaginable even just a few years ago.

This same “engineering approach” to problem solving 
has also been applied to many social problems, for 
example how to solve homelessness, the disenfran-
chisement of certain vulnerable populations, rac-
ism, sexism, ableism, ageism, or any number of oth-
er complex social problems we may encounter in our 
communities. The still-controversial philosophy of 
Effective Altruism (EA), popularized in the early 2000s at 
elite universities in the UK and the US and premised on 
the idea of using evidence-based approaches to max-
imize the positive impact of charitable efforts, is an 
extreme application of this problem solving-based 
approach towards complex social problems. 

The track record of the basic “engineering approach” 
to solving social problems has been decidedly more 
mixed. As Rittel & Webber observed in 1973:

The search for scientific bases for confronting problems 
of social policy is bound to fail, because of the nature of 
these problems. [. . . .] Policy problems cannot be defin-
itively described. Moreover, in a pluralistic society there 
is nothing like the indisputable public good; there is no 
objective definition of equity; policies that respond 
to social problems cannot be meaningfully correct or 
false; and it makes no sense to talk about “optimal solu-
tions” to social problems unless severe qualifications 
are imposed first. Even worse, there are no “solutions” 
in the sense of definitive and objective answers.163

In their seminal essay, Rittel & Webber described what 
they called “wicked”164 problems and claimed that 
customary science or engineering-based methods 
were bound to fail. Subsequent authors focused on 
the need for consensus building as a crucial supple-
ment to information gathering and scientific exper-
tise.165 Rittel & Webber postulated ten attributes of 
wicked problems.166 A subsequent analysis reduced 
that to three core features, claiming that they are char-
acterized by their factual complexity, an uncertainty 
over how best to intervene and the precise impact(s) 
of those potential interventions, and finally a profound 

163. Rittel, Horst and Melvin, supra note 161, at 155.

164. Id.

165. Alford, John and Brian W. Head, “Wicked and Less Wicked Problems: a Typology and a Contingency Framework,” Policy and 
Society, Vol. 36:3, 397-413 (2017), https://doi.org/10.1080/14494035.2017.1361634.

166. Rittel and Webber postulated “at least ten distinguishing properties” of wicked problems: (1) there are no definitive formulation 
of such problems because “to understand the problem depends upon one’s idea for solving it” (emphasis in the original); (2) they 
have no stopping rule; (3) solutions to such problems are not true-or-false, but rather good-or-bad; (4) there are no immediate and no 
ultimate tests of solutions to such problems, and any solution will generate “waves of consequences,” the nature of which are usually 
difficult to anticipate and can potentially also make the problem worse; (5) every solution to such problems is a “one-shot operation”, 
and trial-and-error attempts to find solutions are not possible; (6) such problems have no exhaustively describable set of potential 
solutions, nor are there parameters to the kinds of interventions one might potentially entertain; (7) wicked problem is essentially 
unique; (8) wicked problems can often be symptoms of another problem; (9) the choice of which explanation to select for such a 
problem determines the nature of the problem’s solution; and (10) the planner has no right to be wrong.

167. Head, Brian, “Wicked Problems in Public Policy,” Public Policy Vol.3:2, 101-118 (2008).

168. See Jim Perry, “Climate change adaptation in the world’s best places: a wicked problem in need of immediate attention,” Land-
scape and Urban Planning 133, 1-11 (2015); Frank Incropera, Climate Change: a Wicked Problem, New York: Cambridge University Press, 
(2016); Some have even called this a “super-wicked” problem, owing to four additional features associated with climate change. Kelly 
Levin and others have described also that (1) inaction on solving climate change is not cost-free, i.e., the longer one waits, the more 
costly it will be to solve the issue later on; (2) that those stakeholders (specifically wealthy industrialized nations) most able to solve 
climate change are also the ones least motivated to take action on it; (3) that there exists no global governance structure to solve 
what is inherently a global governance problem, and (4) that policy responses tend irrationally to discount the impacts of climate 
change on our collective futures. See Kelly Levin, Benjamin Cahore, Steven Bernstein and Graeme Auld, “Overcoming the tragedy 
of super-wicked problems: constraining our future selves to ameliorate global climate change,”, 45 Policy Science 123-152 (2012); 
and Richard Lazarus, “Super Wicked Problems and Climate Change: Restraining the Present to Liberate the Future”, 94 Cornell L. Rev. 
1153-1234 (2009).

169. Intergovernmental Panel on Climate Change (IPCC), About the IPCC, (accessed Oct. 1, 2023), https://www.ipcc.ch/about/.

divergence of social norms on even the most founda-
tional questions of how to conceptualize a problem.167

Climate change and the associated risks for the 
long-term survival of the human species is perhaps 
the most emblematic of modern-day “wicked” prob-
lems.168 The problem of how best to fight against cli-
mate change is characterized by a staggering complex-
ity of interconnected and poorly understood dynamics 
that continue to defy the best efforts of the scientific 
community to properly model. Since 1988, the global 
scientific and policy making community has attempt-
ed to reduce this complexity by pooling the collec-
tive talents of literally “[t]housands of people from all 
over the world” to “assess the thousands of scientific 
papers published each year to provide a comprehen-
sive summary of what is known about the drivers of 
climate change, its impacts and future risks, and how 
adaptation and mitigation can reduce those risks.”169 
While there is virtual unanimity among scientists that 
climate change is real, that it is serious, and that if left 
unaddressed it poses existential threats to human civ-
ilization as we know it, the specific prognostications of 
the Intergovernmental Panel on Climate Change remain 
riddled with uncertainty. This uncertainty is especially 
pronounced in the more granular assessments of the 
specific processes driving climate change or specific 
predictions of how global climate change might impact 
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conditions in each locale.170 This gives rise to a regretta-
ble lack of direction for policy makers searching for con-
crete strategies to mitigate or adapt to climate change 
and its terrifying potential impacts.

The example of electric vehicles illustrates this conun-
drum. It is well understood that burning hydrocarbons 
in gasoline or diesel-powered personal vehicles gen-
erates significant volumes of CO2, which contributes 
to the greenhouse effect and accelerates climate 
change. An engineering approach to problem solving 
might suggest, therefore, that replacing such gasoline 
or diesel-powered vehicles with alternative “clean ener-
gy” technologies might be a handy solution to climate 
change. This logic would suggest investing large sums 
of money into ambitious research and development 
programs, infrastructure development, and marketing 
of new products to solve the problem of transportation 
and climate change. 

At that point, however, the ‘wickedness’ of the climate 
change problem begins to complicate the analysis. A 
first set of questions might have to do with the com-
plexity of the problem. Would investing in electric vehi-
cles be more impactful than encouraging veganism, 
for example, given that the global meat industry argu-
ably has a comparable or greater global carbon foot-
print than the entire transportation sector combined?171 
Which transition would be easier to effectuate, as a mat-
ter of costs and benefits? Debates continue to rage 
between well-meaning scientists and econometri-
cians – all of whom agree that climate change is bad 
and needs to be prevented – over how best to com-
pare sectors and their corresponding climate impacts. 
These debates are exacerbated by the vested inter-
ests of industries and sectors, for example the indus-
trial sector with its interest in maintaining a particu-
lar business model, the labor sector with its interest 
in maintaining traditional means of employment, the 
political class interested in their own political survival, 
and the sociological realities of whether any of these 
proposed solutions are likely to be embraced by the 
real-world individuals who populate our society. 

Debates might also rage over whether an intervention 
might produce the desired outcome. Will the promo-

170. Pierre Gentine, “How can AI help with climate adaptation and resilience?,” Learning the Earth with Artificial Intelligence and Policy 
(LEAP) Science and Technology Center, Columbia University, Presentation at AI for Good Workshop on The role of AI in tackling climate 
change & its impacts: from science to early warning, (at 1h08m), available at https://www.youtube.com/watch?v=i6yJsW3tw_4.

171. Jones, Christopher, “Cars, Cows, Coal or Consumption: Which Contributes Most to Climate Change,”(April 12, 2019), Cool Climate 
Network Blog, https://coolclimate.org/blog-cars-coal-cows-consumption#.

172. Amane Dannouni et. Al., “Accelerating Climate Action with AI,” (Nov. 2023),  BCG, https://www.gstatic.com/gumdrop/sustain-
ability/accelerating-climate-action-ai.pdf.

tion of personal electric vehicles, for example, be more 
impactful from a carbon footprint perspective than 
an equally costly alternative strategy to invest in pub-
lic transportation infrastructure and integrated urban 
environments? Would the scramble for the natural 
resources necessary to produce the batteries for elec-
tric vehicles possibly plunge the world into a renewed 
and very costly period of geopolitical competition and 
conflict, and could such an outcome be avoided by 
simply changing our reliance on the personal vehicle 
as the primary mode of transportation? Such ques-
tions proliferate in the climate change debate and are 
often impossible to answer with definitive certainty. 
They also matter, however, since a choice of one strat-
egy over another entails significant path dependencies. 
Getting the answer wrong is typically not something 
that can be easily undone, even with the benefit of per-
fect hindsight. Finally, the social and normative terrain 
surrounding these questions remains permanently con-
tested. How would, for example, the idea of replacing 
privately-owned vehicles with public transportation be 
interpreted in the Global North, where private owner-
ship of a vehicle has become culturally associated with 
prestige, power, and autonomy, as opposed to a strict-
ly utilitarian means of moving from Point A to Point B? 

This paper explores how AI can contribute to the resolu-
tion of climate change. The challenge of solving climate 
change may be exceptionally ‘wicked,’ but that has not 
stopped entrepreneurs, technologists, policy makers, 
and activists from using AI to fight climate change in its 
many manifestations. The Boston Consulting Group in 
2023 estimated that “by scaling currently proven appli-
cations and technology, [AI] has the potential to unlock 
insights that could help mitigate 5% to 10% of global 
greenhouse gas (GHG) emissions by 2030—and sig-
nificantly bolster climate-related adaptation and resil-
ience initiatives.”172

The entrepreneurs developing these AI use cases con-
sider aspects of the ‘wicked’ problem of climate change 
to be inherently “solvable,” even if the overarching prob-
lem of climate change remains complex. Theirs is an 
incremental and pragmatic approach: carving out one 
problem at a time and hoping that each small success 
will chip away at the massive mountain of a problem. 

This paper examines those various micro-level inter-
ventions, highlighting the specific processes that social 
entrepreneurs use to maximize the positive potential of 
their AI use cases. In other words, the paper dives into 
the micro-logistics of entrepreneurs using AI to “make 
the world a better place.” For this reason, this is a paper 
primarily about AI as a new and emerging technolo-
gy and the efforts being made by individual entrepre-
neurs to “make the world a better place,” looking spe-
cifically at this broad field of application as a petri dish 
in which to examine specifically how those entrepre-
neurs go about doing that.

The focus of this paper diverges from a narrow focus on 
‘mainstream’ human rights. Certainly, climate change 
entails important human rights considerations, spe-
cifically the right to enjoy a clean and healthy environ-
ment, and the right to life, health, and development. 
The overarching focus of this paper is not, however, 
primarily the promotion of those rights, but rather the 
actions that technologists, entrepreneurs, and policy 
makers have put in place to capture those rights-friend-
ly upsides.  What will likely become obvious, however, 
is the extent to which human rights considerations – 
especially consultation with affected communities and 
a concern for the impact of any given interventions on 
vulnerable populations, is not only necessary, but also 
essential for any intervention to make the world a bet-
ter place to succeed.

The Urgency of Climate Change

Anyone who in 2023 is not yet convinced of the urgen-
cy of climate change is either living under a proverbi-
al rock or willfully ignoring the preponderance of the 
scientific and common-sense evidence all around 
us. The news cycle during the summer of 2023 was 
dominated by wildfires, droughts, floods, heatwaves, 
unusually strong storm systems, melting ice sheets in 
Antarctica and disappearing glaciers in mountainous 
regions, and many more such stories too numerous to 
recount here. This paper will waste not additional time 
establishing the urgency of climate change and encour-
ages the reader to consult the existing voluminous lit-
erature on that topic for further reference.

173. Id. at 22-27.

174. Jim Tankersley, “The Climate Summit Embraces A.I., With Reservations,” (Dec. 3, 2023), New York Times, https://www.nytimes.
com/2023/12/03/climate/artificial-intelligence-climate-change.html.

AI, data centers, and energy and 
resource consumption

At this point we should add an important caveat to 
this discussion. As described above, this paper looks 
specifically at efforts by AI entrepreneurs to capture the 
upsides of this new and powerful technology. In any dis-
cussion of AI and climate change, however, it must also 
be noted that the sheer computational power required 
to develop powerful AI systems require vast amounts of 
server power, water, and might also potentially generate 
substantial electronic waste in the future, once server 
farms start to become replaced by even more power-
ful hardware.173 While these are important issues, and 
while many policy makers worry that on a whole, the 
anticipated climate-change related benefits of AI may 
be undone by the energy increased consumption of 
those powerful AI systems,174 this paper will set aside 
those concerns for analytical reasons, focusing instead 
on efforts by AI technologists to reduce carbon out-
put and improve the resilience of potentially affected 
communities. 

Topography of AI Applications 
Described as Combating  
Climate Change

To set the scene for this discussion, it is necessary 
to first survey the landscape of AI use cases that are 
designed, in some concrete way, to combat climate 
change. Some do so directly, for example by finding 
ways to halt the processes driving climate change, 
whereas others focus on the damaging impacts of 
climate change on ecosystems or human well-being. 
The first and potentially most obvious way that AI entre-
preneurs have sought to combat climate change and 
its impacts is through the gathering of relevant data. 
Data serves as the catalyst allowing all other forms of 
action (including non-AI-enabled action) to proceed. 
Without it, ‘evidence-based’ policy making becomes 
impossible, and intervention campaigns begin to look 
more like a prolonged series of clumsy and often ideo-
logically tainted trial-and-error efforts to solve climate 
change. Given the “wickedness” of climate change, 
such a strategy relies as much on luck as scientific 
skill, with massive potential dangers if the policy mak-
ers get it wrong.
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Our framework builds on previous work by AI for the 
Planet and the Boston Consulting Group. BCG’s analy-
sis drew on scientific expertise as well as the accumu-
lated insights of the Boston Consulting Group (BCG),175 
drawing on its various AI-related consultancies. BCG’s 
analysis broke AI use cases into three broad fields of 
application: (1) efforts to assemble actionable data 
(“Fundamentals”), as well as AI use cases focused either 

175. Maher, Hamid, Hubertus Meinecke, Damien Gromier, Mateo Garcia-Novelli, and Ruth Fortmann, “How AI can be a Powerful Tool 
in the Fight Against Climate Change,” (Jul. 2022), BCG and AI for the Planet, https://web-assets.bcg.com/ff/d7/90b70d9f405fa2b-
67c8498ed39f3/ai-for-the-planet-bcg-report-july-2022.pdf.

on Mitigation or Adaptation efforts. Later in this paper, 
we argue that AI use cases might also focus on Loss & 
Damage efforts associated with remedying the impacts 
of climate change in low-resource communities. 
We assume that BCG’s typology is non-exhaustive, and 
that innovators and technologists may well come up 
with additional use cases to combat climate change.

The BCG report also describes five key tasks for which 
AI is particularly well-suited in the fight against climate 
change, highlighting in particular:

1. the gathering and completing of complex data sets 
on emissions, climate impact, and future projections.

2. efforts to strengthen planning and deci-
sion-making processes.

3. the optimization of existing processes (for example 
production or recycling processes).

4. AI-enhanced support to collaborative ecosystems; and

5. the encouragement of climate-positive behaviors.

These tasks fit largely within the Predictive Analytics 
and Decision Support, Pattern & Anomaly Detection, 
and Goal-Driven Systems AI use patterns described by 
Cognilytica (see figure 2 above). This leaves open the 
possibility that future innovators will dream up addition-
al use-cases for AI in the field of climate change building 
on some of the other use-patterns Cognilytica has 
described (for example AI applications built on autono-
mous systems or hyper-personalization).  For the sake of 
consistency with the underlying model we are drawing 
on, we will use the 5 categories identified by BCG to 
drive our analysis in this paper.

Fundamentals

176. Mariana Clare, “AI for Weather Forecasting,” European Center for Medium Range Weather Forecasting (ECMWF), Presentation at 
AI for Good Workshop on The role of AI in tackling climate change & its impacts: from science to early warning, (at 0h15m), https://
www.youtube.com/watch?v=i6yJsW3tw_4.

177. Id.

178. Id.

179. Pierre-Philippe Mathieu, “AI to Mine Datasets from Earth Observation Satellites” Presentation at AI for Good Workshop on The 
role of AI in tackling climate change & its impacts: from science to early warning, (at 1h15m), https://www.youtube.com/watch?v=i-
6yJsW3tw_4.

180. Rob Emanuele, “The Plantary Computer,” Interview on the MapScaping Podcast (with Daniel O’Donohue), https://mapscaping.
com/podcast/the-planetary-computer/.

The development of better and more easily accessi-
ble scientific knowledge about climate change is a pre-
requisite for any efforts to effectively combat climate 
change. According to the BCG analysis, addressing these 
“fundamentals” can happen in three different ways: 
(1) improvements in climate research & modeling, (2) 
facilitated climate finance, and (3) promoting educa-
tional initiatives designed to nudge individual behavior. 

Climate Research and Modeling

Climate change interventions focusing on adaptation 
measures often depend crucially on actionable and 
locally specific predictions of how climate change will 
impact a particular locality. Merely stating that “climate 
change is real,” and that on average, temperature might 
rise by a certain number of degrees globally, has little rel-
evance for a policy maker seeking to put in place specif-
ic adaptation measures in each municipality, region, or 
country.  For that to happen, policy makers need more 
granular climate models.  

AI can help generate such enhanced Climate mod-
els. AI can process vast datasets more efficient-
ly than traditional methods and statistical mod-
els,176 leading to more accurate and comprehensive 
climate models. These models can better predict 
weather patterns, temperature changes, and other 
environmental shifts. According to one expert at the 
European Center for Medium Range Weather Fore-
casting, AI-based ‘nowcasting’ models in 2023 are now 
capable of matching or even slightly outperforming 
the state-of-the-art statistical models used by (Euro-
pean) meteorologists today.177 This pattern is true in 
the Global North (Europe and North America) where 
data sets are more historically dense and data gath-
ering methods are systematic and multi-sourced, 
but not yet true for large parts of the Global South.178 

Pierre-Philippe Mathieu from the ESA Phi-Lab explained 
how European data scientists were increasingly capa-
ble of cobbling together multiple sources of data into 
powerful comprehensive datasets, which could be used 
by a variety of consumers, using AI technology to pull 
together those various sources into one powerful tool, 
to serve their weather forecasting needs,179 drawing on 
data from satellites, earth-based sensors, and historical 
records to detect even minute changes in climate vari-
ables like temperature, precipitation, and atmospher-
ic composition. AI systems are particularly capable of 
managing such large datasets – datasets that would 
be too unwieldy for human analysts to work with – to 
push existing statistical models to greater granularity 
and precision.

Microsoft: Microsoft’s so-called ‘Planetary Comput-
er’ “combines a multi-petabyte catalog of global envi-
ronmental data with intuitive APIs, a flexible scientific 
environment that allows users to answer global ques-
tions about that data, and applications that put those 
answers in the hands of conservation stakeholders.” 
These resources are made available for free, and a net-
work of developers are encouraged to create and make 
available applications building on the data catalog. Mic-
rosoft’s ‘Planetary Computer’ joins other available prod-
ucts already available, notably Google’s Earth Engine 
and other (paid) commercial services. 

Rob Emanuele, Geospatial Architect at Microsoft who 
is helping to build the Planetary Computer, explains the 
objective of the project as “us[ing] Microsoft’s technol-
ogies and capabilities to accelerate the building out of 
applications and solutions that have an environmental 
impact.”180 Microsoft’s Planetary Computer project first 
assembles vast amounts of data and stores it on Mic-
rosoft’s cloud-based storage capacities, then creates 
easy ways to sort and organize that data in the cloud 
(thereby eliminating the need to download and manipu-
late enormous volumes of data locally), and finally allows 
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users to use open-source tools to analyze that data and 
integrate it into their products. According to Emanuele, 
“[Microsoft wants] to aim [its] capabilities at people who 
are making solutions that are [. . . .] used for impact.”181 

When asked about the corporate motivations for making 
such a resource available for free, Emanuele describes 
Microsoft’s belief that “in order for Microsoft as a 
business to do well in the long term, the world needs 
to do well.”182 Having identified climate change as 
the premier threat to human well-being in our era,183 
Microsoft in 2020 made aggressive commitments to 
“move the needle on climate change.”184 The creation 
of the Planetary Computer is part of that commitment, 
contributing towards Microsoft’s goal to promote eco-
systems by using technology to promote environmen-
tal sustainability.

When asked how Microsoft intuits what kinds of 
data will be most valuable to users in the communi-
ty, Emanuele describes a mix of a “build it and they will 
come” approach, mixed with input from Microsoft’s 
corporate clients, who often request similar data and 
data formats for their business purposes. “Solving those 
[business] problems is part of our purview,” says Eman-
uele. “The planetary computer is aimed at environmen-
tal sustainability as its primary use case, but the type of 
horizontal functionality that it’s providing is applicable 
in many different use cases. Somebody who is trying to 
gain insights about a market based [on] changes in imag-
ery has very similar capability needs as people who are 
trying to monitor land-use change to understand how 

181. Id.

182. Id.

183. Heather Clancy, “Microsoft is building a ‘Planetary Computer’ to protect biodiversity,” (Apr. 16, 2020), GreenBiz Blog, https://www.
greenbiz.com/article/microsoft-building-planetary-computer-protect-biodiversity.

184. Mathieu, supra note 180. (Specifically, Mathieu mentioned “announcements made around commitments that Microsoft is 
making around carbon, water, waste and ecosystems. Carbon: by 2030, we’ll be carbon negative, and by 2050 we’ll have removed all 
of the carbon we’ve ever emitted as a company since the founding; the commitment to be zero waste by 2030; to be water positive 
– to replenish more water than we use by 2030; and for ecosystems to by 2025 protect more land than we use and to also build a 
planetary computer that enables environmental sustainability solutions through the use of data in the cloud.”)

185. Id.

186. Sanders, Nathan and Rose Hendricks, “AI could reshape climate communication,” (Aug. 30, 2023), EOS-AGU, https://eos.org/
opinions/ai-could-reshape-climate-communication.

carbon is changing over those areas. [T]here is a range 
of information that we’re taking in about what are the 
needs for geospatial analytics, but we are also looking 
ahead of the puck [to ask ourselves] what is not possi-
ble right now [that we should try to make possible, and 
then we try to build that].”185 (https://planetarycom-
puter.microsoft.com)

Climate Finance

The BCG report describes AI’s role in climate finance, 
focusing largely on the markets for carbon credits. 
AI could also be used, for example, in efforts to iden-
tify new and optimized fundraising strategies in the 
future, especially for non-profit or humanitarian causes.

Education, Nudging and  
Behavioral Change

It is a well-known truism that climate change as a glob-
al phenomenon can only be addressed by the cumu-
lative impacts of many individual changes in behavior. 
AI can help efforts to ‘nudge’ such personal behavioral 
choices. This can happen via chatbots such as OpenAI’s 
ChatGPT,186 for example, but also via a host of other 
conceivable personalized advice-giving tools that could 
be hyper-customized and individualized, the same way 
a personal health device might provide individualized 
exercise regimens to a user, for example. 

Mitigation

187. Dr. Soudip Roy Chowdhury, “Interview with Fotis Georgiadis,” (Jun, 12, 2022), Authority Magazine, https://medium.com/authori-
ty-magazine/eugenie-ai-dr-soudip-roy-chowdhurys-big-idea-that-might-change-the-world-d558ef4b69b1.

188. Aaron Mok “Some climate-tech startups want you to believe AI tools can save the planet–but it’s not that simple,” (May. 24, 
2023), Business Insider, https://www.businessinsider.com/can-ai-be-a-solution-to-the-climate-crisis-2023-5.

189. Fischer, I., Beswick, C., & Newell, S., “Rho AI–Leveraging artificial intelligence to address climate change: Financing, implementa-
tion and ethics,” Journal of Information Technology Teaching Cases, 11(2), 110-116, at 112 (2021).

190. Google DeepMind, “Our mission” (accessed Nov. 29, 2023), https://deepmind.google/about/.

Most AI use cases relating to climate change focus on 
mitigation efforts. According to the BCG typography, 
AI-enabled mitigation efforts tend to fall into three 
broad categories: (1) measurement, (2) carbon reduc-
tion, and (3) carbon removal. Given the increased focus 
on corporate practices promoting good Environmen-
tal, Social and Governance (ESG) practices, it is not sur-
prising that many for-profit enterprises have turned to 
AI to help them promote such practices. 

Measurement

Numerous AI-enabled tools that help educate key stake-
holder groups such as business managers, investors, or 
consumers to ‘nudge’ them to make different, more cli-
mate-optimized decisions. Some of those services are 
developed by classical consulting firms providing spe-
cialized services to industries wishing to reduce their 
carbon footprints.

Eugenie.ai is a for-profit consulting company producing 
software as a service (SAAS) solutions for “asset heavy” 
manufacturers, often in the metal and mining, oil, and 
gas sectors. Dr. Soudip Roy Chowdhury, Founder and 
CEO of Eugenie, estimates that 50% of the world’s 
greenhouse gas emissions come from just five heavy 
industries (oil and gas, power and utility, chemical, 
cement and mining), and that within those emissions 
approximately 10-15% are caused by process or asset 
inefficiency.187 The company thus focuses its services 
on helping those industries identify those inefficiencies, 
often down to the “shopfloor” level. (https://eugenie.ai)

Persefoni is another for-profit consulting firm that works 
with customers to measure their carbon footprints. 
Persefoni’s Chief Data Officer James Newsome esti-
mates that “demand for [the company’s] services could 
be a result of the government, investors, and sharehold-
ers putting pressure on businesses to reduce their car-
bon footprint” as a result of increased ESG investing 
practices.188 Persefoni uses AI to analyze its clients’ 

transactions help them reduce their carbon footprints 
more effectively, promising their clients the power to 
“manage [their] emissions data with the same rigor as 
[their] financial data.” (https://www.persefoni.com)

Rho Impact similarly helps businesses develop their 
ESG strategies and potentially calculate the poten-
tial of various initiatives to help cut their carbon foot-
print. The company has even proposed developing an 
open-source AI-powered tool to help investors make 
better investment decisions using AI-generated data 
about publicly listed companies’ efforts to tackle cli-
mate problems.189 (https://rhoimpact.com)

Reduction

Most AI-enabled climate change mitigation 
efforts focused on efforts to reduce carbon emis-
sions. These efforts typically focus on capturing 
and eliminating inefficiencies, often by means of 
AI systems designed either to reduce the intensity of 
Greenhouse Gas (GHG) emissions, improve energy 
efficiency, or drive scientific advances that may seek 
to alter the basic chemistry driving climate change 
in some way. 

DeepMind Technologies Ltd: DeepMind was found-
ed in 2010 and acquired in 2014 by Google. In 2023 
DeepMind was merged with Google Brain to “bring 
together two of the world’s leading AI labs”190 and 
presumably also to compete more effectively with 
emerging AI rivals . DeepMind rose to fame by designing 
AI programs trained using a deep reinforcement 
learning approach that could successively outcompete 
human players at various video games. Learning only 
from the pixels on a screen, various iterations of 
DeepMind AIs eventually beat the world’s top-ranked 
players playing some of the most technically complex 
human games such as AlphaGo and other games. 
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These demonstrations of the technologies’ potential 
translated to a host of practical use cases, for exam-
ple in medicine where the technology was able to accu-
rately predict protein folding (a previously unsolvable 
problem), various text-to-speech systems which are 
now integrated into common consumer electronics 
products and coding applications. DeepMind also has 
a long history of collaboration with the UK health ser-
vices to use AI in the detection of early onset blindness, 
or cancer research. 

In 2017, after DeepMind was acquired by Google but 
before it was merged with Google’s own in-house 
AI research lab, Deep mind created a new research 
unit called DeepMind Ethics & Society. This unit brought 
together “experts from the humanities, social sci-
ences and beyond, along with voices from civil soci-
ety and technical insights from [the DeepMind team] 
to conduct and fund interdisciplinary research.”191). 
Early on, this process developed a set of 7 principles  
Google DeepMind will use to “develop technology 
responsibly.”192

1. Be socially beneficial.

2. Avoid creating or reinforcing unfair bias.

3. Be built and tested for safety.

4. Be accountable to people.

5. Incorporate privacy design principles.

6. Uphold high standards of scientific excellence.

191. Sean Legassick and Verity Harding, “Why we launched DeepMind Ethics & Society” (Blog post of Oct. 3, 2017), https://deepmind.
google/discover/blog/why-we-launched-deepmind-ethics-society/.

192. Google AI, “Our Principles,” https://ai.google/responsibility/principles/.

193. Toby Shevlane, “An early warning system for novel AI risks,” (Blog post of May 25, 2023), https://deepmind.google/discover/blog/
an-early-warning-system-for-novel-ai-risks/.

194. Id.

7. Be made available for uses that accord with 
these principles.

Owing to the institutional heft of Google, one of the 
most iconic tech-giants in the field of AI, these principles 
have become universally well-known and well-regarded. 

The research lab also developed a process for identi-
fying and guarding against novel threats that is particu-
larly relevant as technologists begin to approach general 
purpose AI models, as opposed to the currently-available 
narrow AI models.193 This process seeks to “expand the 
evaluation portfolio to include the possibility of extreme 
risks from general-purpose AI models that have strong 
skills in manipulation, deception, cyber-offense, or oth-
er dangerous capabilities” (emphasis in the original). 
This model mirrors the risk-based regulatory approach 
to AI and asks responsible AI developers to “look ahead 
and anticipate future possible developments and nov-
el risks.”194 This analysis is not limited only to risks 
inherent to the model itself, but also the risks of nefar-
ious or negligent use of an AI by less-than-ethical bad 
actors.  Using this model, Google DeepMind focuses 
on the responsible training, responsible deployment, 
transparency, and appropriate security of its higher-risk 
AI products. Notably, this approach is broken down into 
tangible processes, similar to the HRBA@Tech model, 
that translate the approach into concrete activities that 
Google DeepMind scientists and engineers can do to 
ensure the responsible development and deployment 
of their technologies. 

As one of the world’s premier AI research labs, 
Google DeepMind’s ambitions are expansive, going 
far beyond the issue of climate change. Nonetheless, 
DeepMind is often cited as an organization that has 
developed innovative solutions to climate change. 
Using its deep reinforcement learning method, the 
company was able to reduce the energy consumption 
of its data centers by 40%.195 Given that over 40% of 
the overall energy consumption of a typical data cen-
ter goes to keep the computer servers cool,196 this rep-
resents a significant reduction in these data centers’ 
climate impact. Just as it did to “play games”, Deep-
Mind’s RL system learned to explore safe configura-
tions for the server farms that had not previously been 
explored, leading to non-intuitive discoveries that sig-
nificantly boosted energy efficiency, such as spreading 
loads across more equipment. DeepMind used different 
mechanisms to ensure the system would still behave as 
intended, such as verifying optimal actions against an 
internal list of safety constraints defined by data cen-
ter operators, who retained the option at any time to 
regain control over the server’s operations.

Using this same approach, Google DeepMind reputedly 
entered initial talks in 2017 with the UK’s National Grid 
to optimize the grid’s energy usage without adding 
any new infrastructure.197 In 2019, it applied a similar 
approach to better predict the time-based electricity 
output of wind farms in the United States, thus boosting 
their “value” to the power grid by 20%.198 (https://deep-
mind.google/about)

Focusing on the potential of companies to make the 
world a better place by promoting responsible AI often 
encounters the obvious concern about profitability. 
Perhaps it is to be expected that Google – a multi-bil-
lion-dollar global tech giant – would invest resources 
into the odd AI-use case with no obvious commercial 
benefit.  As one commentator put it when describing 
Google DeepMinds’ application of its RL technology to 
wind farms in the United States:

[DeepMind] has done phenomenal work from a research 
perspective, but has yet to find substantial revenue 

195. Richard Evans & Jim Gao, “DeepMind AI Reduces Google Data Centre Cooling Bill by 40%,” (Jul. 20, 2016), Google DeepMind blog, 
https://deepmind.google/discover/blog/deepmind-ai-reduces-google-data-centre-cooling-bill-by-40/.

196. Zhang, X, T. Lindberg, N. Xiong, V. Vyatkin and A. Mousavi, “Cooling Energy Consumption Investigation of Data Center IT Room with 
Vertical Placed Server,”, 105 Energy Procedia, 2047-2052 (2017).

197. Madhumita Murgia, Nathalie Thomas, “DeepMind and national Grid in AI talks to balance energy supply,” (Mar. 12, 2017), Financial 
Times, https://www.ft.com/content/27c8aea0-06a9-11e7-97d1-5e720a26771b.

198. Nich Statt, “Google and DeepMind are using AI to predict the energy output of wind farms,” (Feb. 26, 2019), The Verge, https://
www.theverge.com/2019/2/26/18241632/google-deepmind-wind-farm-ai-machine-learning-green-energy-efficiency.

199. Id.

streams. It loses a lot of money ($368 million in 2017), 
which has reportedly contributed to tensions between 
DeepMind and [Google]. If the company’s software can 
be put to use in real-life scenarios outside the research 
lab, DeepMind could become a revenue-generating seg-
ment of the business that justifies its high costs.199

Other stakeholders, notably national governments, are 
less beholden to the raw logic of profit when they con-
template investments in pro-social technology and can 
therefore be counted on to incur some of the startup 
costs of spurring innovation, subsequently promoting 
those innovations for use by the private sector.

Korean Smart Grid: The Korean government similarly 
invested to produce “smart grids,” similar to the collabo-
ration described above between Google’s DeepMind and 
the UK Power Grid. In Korea, however, the initiative was 
spearheaded by the government. 

In 2009 the island of Jeju hosted the smart grids demon-
stration project, which lasted until 2013. The project 
validated 153 relevant technologies and distilled nine 
potential business models that made smart grids com-
mercially viable. As a result of this demonstration proj-
ect, most private companies in Korea are incorpo-
rating smart grid technologies such as electric vehicle 
charging systems and demand response (DR) aggre-
gator models (that operate by consolidating consum-
er demand based on predictive models and tempo-
rarily store that energy in Energy Storage Systems). 
The Korean government captured this learning in the 
Korea Smart Grid institute (K-SGI), which is mandated 
to spread the use of smart grid technology through-
out the country. The Korea SGI participated in the 
Jeju smart grids demonstration project and has also 
supported other similar use cases. One example is the 
Advanced Metering Infrastructure (AMI) dissemination 
and big data platform project, which distributed over 
2.45 million smart meters to households across the 
country between 2020 to 2022, thus greatly enhancing 
the capacity for smart grids to work. In another exam-
ple, the K-SGI supported a demonstration project in 
Sumi Village in Yangpyeong (Gyeonggi Province) to prove 
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the feasibility of an effort to cobble together various 
small renewable energy sources to replace larger (and 
fossil-fuel dependent) power plants.

The Korean government’s efforts to centralize (and 
fund) these demonstration projects has served as an 
effective accelerator of efforts to reduce carbon emis-
sions in Korea, both by increasing the efficiency of the 
power grid and by making renewable energy more read-
ily available. In line with its commitment to progressively 
realize social and economic rights (which, unlike in the 
case of the corporate sector is consistent with a gov-
ernment’s ‘business model’), the Korean government 
has also focused on extending the benefits of smart 
grid technology to people in lower-income and under-
privileged areas, who are often expected to be the most 
severely impacted by rising heating and cooling costs. 
In an ongoing effort to promote energy self-sufficiency, 
Korea Southern Power has recently installed solar pan-
els in households headed by persons living with disabil-
ity in the city of Busan.200 If such initiatives continue, 
the socially vulnerable populations will also benefit from 
the expansion of smart-grid technology in Korea in ways 
that might not be possible if the effort were left solely 
to the free market to resolve.

Other AI climate-related use cases focus on efforts to 
improve energy efficiency, either by reducing the use 
of energy or finding better and more efficient ways to 
reduce, reuse and recycle existing resources.

Mortar io: Existing buildings contribute approximate-
ly 40% of global carbon emissions, and 80% of the 
buildings that are likely to exist in 2050 are already 
standing today.201 According to its founders, these data-
points justify a focus on the decarbonization of existing 
structures as one of the primary climate change miti-
gation challenges. This small UK-based startup, which 
in 2022 had no more than 3 employees, is at the pre-
seed fundraising phase. During its first few months of 
existence, the company “secured partnerships with 

200. Sang Bok, “Southern Power, installing solar modules o the roofs of vulnerable,” (Mar. 7, 2023), E2 News (Korean language),  https://
www.e2news.com/news/articleView.html?idxno=251472.

201. Mortar io, “About Mortar io,” (Dec. 1, 2023), https://www.mapmortar.io/.

202. Mortar io, “Mortar IO secures preseed funding!” (Blog post of Oct. 16, 2023), https://www.mapmortar.io/post/mortar-io-secures-
preseed-funding.
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204. Arup, “Ventures”, (accessed Dec. 1, 2023), https://www.arup.com/our-firm/ventures.

205. Jerman Cheung, “Arup and Venturous Group launched Neuron Digital Group in a quest to make buildings smarter,” (Arup 
webpage, accessed Dec. 1, 2023), https://www.arup.com/news-and-events/arup-and-venturous-group-jointly-established-neu-
ron-digital-group.

206. Global Partnership on AI, Climate Change and AI: Recommendations for Government Action, 87 (2021), https://www.gpai.ai/
projects/climate-change-and-ai.pdf.

some of the largest property management companies 
in the UK [and was hired to] model and simulate over 
150,000 buildings for a London borough.”202 These ear-
ly commercial contracts helped the company field-test 
the technology to promote net-zero emissions for 
existing buildings.

The company offers “physics-based modelling, 
enriched by AI to create retrofit twins (a concept based 
on the notion of a digital twin) for commercial buildings. 
[These digital twins allow building portfolio managers] to 
model, plan, and execute retrofit projects for hundreds 
of buildings simultaneously, [enabling them] to make 
informed decisions in minutes rather than months.”203 
(https://www.mapmortar.io/)

Arup (Neuron): Arup is a legacy engineering firm, found-
ed in the 1940s, that enabled iconic engineering proj-
ects such as the Sydney Opera House, the Centre Pom-
pidou in Paris, the HSBC building in Hong Kong, the 
Øresund Bridge linking Denmark and Sweden, and 
the National Aquatics “Water Cube” designed for the 
2008 Beijing Olympics. Developed initially in the con-
text of an innovative construction engineering project 
in Hong Kong, Arup later supported the development 
and commercialization of Neuron as an independent 
company.204 In 2022 the company partnered with Ven-
trurous, a “city-tech” group, to “leverage the power of 
data and technology to decarbonize building assets 
and facilitate the transformation towards digital prop-
erty management.”205

Neuron provides its clients with an intuitive and ful-
ly customizable visualization tool that enhances 
buildings’ energy savings, improves efficiency, and 
optimizes operational workflows. Neuron uses 5G and 
Internet of Things (IoT) sensors to gather real-time 
data from building equipment and systems, and then 
uses AI to optimize HVAC operations, support air qual-
ity improvements, and provide insights on effective 
building carbon reduction strategies.206 These innova-

tions have the potential to save between 10-30% of the 
energy consumed by a typical commercial building.207 
(https://www.arup.com/services/digital/arup-neuron), 
(https://www.neuroncloud.ai/)

Recycling, which is widely touted as a contribution 
towards efforts to mitigate the climate crisis, is also 
being impacted by AI technologies. That is especial-
ly true for metals. Recycling aluminum,208 for exam-
ple, reduces CO2 emissions by 92% compared to using 
new aluminum. The figure for recycled steel and cop-
per is 58% and 65% reduction in CO2 emissions respec-
tively.209 That said, separating these metals from regu-
lar (non-recyclable) waste often poses significant chal-
lenges, and frequently results in otherwise recyclable 
materials being dumped in a landfill.

Zen Robotics (a Finland-based company) and AMP  
Robotics (a US-based company): Both companies use 
AI to more efficiently identify and sort recyclable waste. 
Zen Robotics claims to be the first company to apply 
AI-based robots to waste sorting in 2009.210 It was 
acquired in 2022 by Terex, a major industrial machine 
manufacturer.211 AMP robotics was founded in 2014, 
and by 2019 had raised $16 million in Series A funding 
in 2019, another $55 million in Series B funding in 2020, 
and a further $91 million in Series C funding in 2022.212 
Both of these companies are thus at the very tail end 
of what we might describe the Product Lifecyle asso-
ciated with startups. 

Tim Dewey-Mattie, Recycling and Public Outreach 
Manager at Napa Recycling in California, describes how 
this technology helped them be more efficient identi-
fying recyclables that are “actually worth money” to 
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216. Owen Mulhern, “The 10 Essential Fast Fashion Statistics,” (Jul. 24, 2022), Earth.org (blog post), https://earth.org/fast-fashion-sta-
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them, not to mention the value of those items not going 
to the landfill. “We’re always looking for information, 
different stats and different numbers about how [our 
recycling operation] is going. [This system] gives us a 
lot of data that we didn’t necessarily have before.”213 
Dewey-Mattie also describes how these technolo-
gies have allowed them to reply to their human work-
ers “into jobs that are really great for human brains.”214 
(https://www.terex.com/zenrobotics/), (https://www.
amprobotics.com/)

Refiberd: Refiberd is a California-based different recy-
cling company focusing on recycling fabrics. 60 per-
cent of textile materials are today made of plastic, large-
ly fueled by the “fast fashion” industry, which churns 
out approximately 200 billion new items of clothing 
annually (enough for every person on the planet to con-
sume an average of 25 new items of clothing each year). 
Over 80% of those clothes are eventually discarded in 
landfills or incinerated,215 including about half a mil-
lion tons of microplastics, most of which end up being 
washed back into the ecosystem.216 The industry 
churns out more CO2 than the aviation and shipping 
industries combined and consumes 93 billion cubic 
meters of water per year.217

The company was founded by a women-led team of 
engineers during the pandemic. The recycling system 
makes use of AI, near-infrared radiation spectroscopy 
and robotics-based recycling engineering.218 The tech-
nology is designed to recycle materials, especially fab-
ric, that have proven to be difficult to distinguish in con-
ventional recycling processes.219 The company offers 
integrated solutions for existing conveyor belts, but also 
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provides remote sorting capabilities for mechanical and 
chemical recyclers.220

The two founders of the startup envisioned a future 
where their technologies might end up recycling up to 
93% of worldwide fabrics. Their AI-powered approach 
to circular fashion received early recognition and finan-
cial support from several accelerators and news agen-
cies. The company won numerous awards, such as the 
SXSW Pitch, Fashion for Good, and an award from the 
H&M Foundation, helping them attract notoriety and 
raise $3.4 million in funding to support their mission.221 
(https://refiberd.com/about/)

Other companies embrace environmental protection 
as a means of improving their economic efficiency and 
corporate reputation, and then discover–almost as an 
unexpected byproduct– new business models associ-
ated with AI-enabled sustainable business practices.
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sourcingjournal.com/sustainability/sustainability-news/refiberd-funding-textile-recycling-startup-artifical-intelligence-sari-
ka-bajaj-452927/.

222. Coupang, ““Building the future of e-commerce”: YTN Science reports on Coupang” (citing to a Korean-language report on 
YouTube, https://youtu.be/tkcqeNkS9FQ?si=9Y8cqHC4SdcuFGFr), (May 18, 2022), https://www.aboutcoupang.com/English/news/
news-details/2022/Building-the-future-of-e-commerce-YTN-Science-reports-on-Coupang/default.aspx.

Coupang: Coupang is a major Korean online market-
place, often referred to as the “Amazon of Korea.” 
Coupang went public in 2021, thus officially ‘grad-
uating’ from our definition of a startup company. 
Coupang strives to reduce its carbon footprint by using 
AI technologies to minimize the number of steps along 
the supply chain connecting the manufacturer with the 
consumer. Conventional e-commerce platforms deliv-
er products to customers using a chain of intermedi-
ary distributors, inevitably emitting CO2 and generating 
waste along each node in that sequence. Coupang’s 
AI optimization strategy has created an “end-to-end” 
system whereby it manages every step from the 
product manufacturer to the delivery to the custom-
er. AI fuels this optimization process making it faster, 
more efficient, and eco-friendlier.

(Source: Coupang Newsroom)

Coupang’s commitment to focus on building an 
eco-friendlier system is part of its corporate commit-
ment to ESG goals. Kang Han-Seung, CEO of Coupang, 
believes that Coupang’s turn to technological innova-
tion broke the tradeoff between customer convenience 
and sustainability.222

Coupang’s innovations are driven first and foremost 
by a focus on economic efficiency. Coupang’s AI sys-
tem evaluates countless variables, spanning inventory 
choices, product locations, delivery routes, and exter-
nal factors such as the predicted weather and the 
geographical terrain to optimize delivery strategies. 
These innovations have also resulted in a 50% reduc-

tion of food wastage in Coupang’s inventory and a stag-
gering reduction of 30,000 tons of Styrofoam packaging 
annually. Courtesy of these efficiencies, Coupang was 
also able to develop entirely new business models, for 
example the rapid delivery of so-called “ugly” vegeta-
bles or ripe seasonal fruits and vegetables from farm-
ers directly to consumers, thus unlocking a revenue 
stream for Coupang (and farmers) that previously would 
not have been possible through an online marketplace. 
(https://www.aboutcoupang.com/.)

AI can also help drive scientific advances that then open 
innovative business opportunities for entrepreneurs 
intent on making environmental sustainability part of 
their business mandate.  

Solidia Technologies and Uncountable: Solidia Tech-
nologies is a Texas-based cement startup, founded in 
2007, to “develop and commercialize technology with 
CO2 mineralization technology.”223 CO2 mineralization 
injects carbon into cement mixes, making the cement 
stronger and permanently mineralizing the carbon 
(which was previously captured from the cement facto-
ry’s smokestack) directly into future batches of cement.  
According to the company’s reporting, this can reduce 
concrete’s carbon intensity by up to 70%.224

In 2020, Solidia Technologies partnered with a 
Uncountable, a group of data scientist engineers, to take 
advantage of its data analysis expertise to “expedite R&D 
and applications of Solidia’s next-generation, sustainable 
concrete manufacturing process.”225 Solidia CEO Tom 
Schuler mentioned that “Uncountable helps us acceler-
ate product development by dramatically speeding data 
analysis, helping us predict iterations and move much 
more quickly.”226 According to Schuler, “[n]ever before 
has the industry had [. . . .] a means of rapid-fire testing 
that can expedite production upgrades and efficiencies, 
new recipes, and improved performance in concrete.” 
This AI-enhanced analytical capacity allows the compa-
ny to expedite the evaluation of new chemical formula-
tions of concrete to meet the specifications of clients 
while also dramatically reducing the product’s overall 
carbon footprint.“227 As Uncountable’s Founder Noel 

223. Solidia, “About Us,” (accessed Dec. 1, 2023), https://www.solidiatech.com/about-us/.
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Hollingsworth put it, his company’s “AI algorithms [. . . 
.] mitigate[] the need for tedious, manual tweaking of 
individual ingredients. Complicated development pro-
cesses that would involve tens or hundreds of experi-
ments are now conducted by Solidia in half the time uti-
lizing advanced machine learning models.”228 (https://
www.solidiatech.com), (https://www.uncountable.com)

Removal

Should efforts to reduce climate emissions fail, other 
scientists are working on solutions to physically remove 
existing carbon from the atmosphere and store them 
safely (and permanently) in other formats. Without a 
doubt, the most effective current-day technology to 
remove carbon is nature itself, primarily in the form of 
forests and the oceans, that remove carbon from the 
environment. This can be called environmental remov-
al, since these processes are central to the world’s nat-
ural carbon cycle.  Scientists have also been working to 
develop artificial processes to remove carbon (techno-
logical removal).  Tech entrepreneurs have been finding 
ways to support both environmental and technological 
removal strategies with AI.

Environmental Removal

Several projects have combined AI with satellite and 
other remote sensing technologies to help predict, 
monitor, and respond to threats to forests and healthy 
biospheres. 

Rainforest Connection: The Rainforest Connection has 
developed a “Guardian Platform” that operates devic-
es in the tree canopies of rainforests equipped with 
high-capacity microphones. These devices connect to 
satellites and upload the recordings to a cloud-based 
server, where it is analyzed for threat identifiers, such 
as the sound of chainsaws, etc. The system uses AI to 
“deliver rapid insight into what’s happening in the vast 
forest ecosystems” being monitored, “identify poten-
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tially harmful behavior, and help on-the-ground rangers 
pinpoint and stop damaging activities as they occur.”229 
(https://rfcx.org/guardian)

Harvard University (AI for Conservation): The Harvard 
John A. Paulson School of Engineering and Applied Sci-
ences runs a research program called AI for conser-
vation. In it, researchers focus on developing AI use 
cases to “wildlife protection and the protection of 
natural resources.” One AI-enhanced project (the 
Protection Assistant for Wildlife Security, or PAWS) helps 
park rangers in developing nations plan more effec-
tive anti-poaching raids based on previously collect-
ed data about poaching patterns. PAWS uses machine 
learning to predict criminal behavior, and generates 
risk-models for conservation officials to plan their patrol 
routes.230 The same project also seeks to establish a 
strategically located checkpoints around conservation 
areas to catch smugglers who seek to export illicit wild-
life products to the global market.231 A second proj-
ect uses Unmanned Aerial Vehicles (UAVs, or “drones”) 
equipped with an AI-enabled “SPOT” tool designed to 
identify the thermal infrared signatures of suspect-
ed poachers operating in a nature reserve.232 (https://
teamcore.seas.harvard.edu/ai-conservation)

Google Earth Engine: In a precursor to Microsoft’s “plan-
etary computer” (see above), Google’s Earth Engine has 
become an invaluable resource to conservationists. 
In 2013, this system was able to produce the first-ever 
map of the world’s forests and how they had changed 
since the turn of the millennium – a feat that would 
have taken a single computer 15 years to compute.233 
Other use cases include an interactive map for conser-
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vationists to view habitat ranges of individual animal 
species, a tool to “measure and visualize changes to 
the world’s forests,” a tiger habitat monitoring system, 
a malaria risk mapping map, and an “open-source tool 
to visualize and analyze plots of land” to assess defor-
estation and land-use changes.”234 (https://earthengine.
google.com/)

Technological Removal

A growing field of climate change science has to do with 
efforts to capture carbon before it is released into the 
atmosphere, or to harvest it back out from the atmo-
sphere. According to one recent study on the issue, “by 
optimizing factors including temperature, pressure, flow 
rates, and chemical reactions, AI algorithms can be used 
to improve the efficiency and effectiveness of CO2 cap-
ture processes.”235

Xyonix: Xyonix is an AI consulting firm offering sever-
al specialized services. One service promises to ‘build 
custom AI and machine learning models to improve 
[Carbon Capture and Storage Systems, or CSS sys-
tems] to more effectively mitigate climate change.236 
The company describes how AI systems can be 
trained to discover optimal absorbents that maxi-
mize the separate carbon molecules from the atmo-
sphere.237 The company notes how Total Energies, 
IBM, and Haliburton are all currently using this AI-en-
abled technology to develop more efficient commer-
cial strategies for mechanical carbon storage. (https://
www.xyonix.com)

Adaptation & Resilience

238. Jonas Weiss, IBM Research “Large Scale AI Models to Create Earth Observable Actionable Insights,” (Sep. 25, 2023), Presenta-
tion at AI for Good Workshop on the role of AI in tackling climate change & its impacts: from science to early warning, https://www.
youtube.com/watch?v=i6yJsW3tw_4.

239. Pierre Gentine, “How can AI help with climate adaptation and resilience?,” (Sep. 25, 2023), Learning the Earth with Artificial 
Intelligence and Policy (LEAP) Science and Technology Center, Columbia University, Presentation at AI for Good Workshop on the role 
of AI in tackling climate change & its impacts: from science to early warning, (at 1h08m), https://www.youtube.com/watch?v=i6y-
JsW3tw_4.
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Scientists and entrepreneurs are also devoting consid-
erable efforts to help societies transition to a “new nor-
mal” that accepts – at least for a transitional period – 
that societies will have to learn to cope with a changed 
climate. This can be thought of as the “Plan B” to suc-
cessfully mitigating the impacts of climate change.  

The BCG report breaks Adaptation and Resilience  
focused AI use cases into two broad categories: 
(1) Hazard Forecasting and (2) Vulnerability and 
Exposure Management. With some minor exceptions 
for corporations seeking to protect their assets, most 
of these applications tend to fall more of a humanitar-
ian or development framework and tend therefore to 
be less driven by corporate profit motives than the mit-
igation efforts described above (many of which – when 
successful – qualify for ESG investment and carbon 
credits). Jonas Weiss, from IBM Research, admitted as 
much when he acknowledged that “it’s a big challenge 
to create a business model with these applications.”238

Thus, while the potential role of AI remains strong, also 
in Adaptation and Resilience efforts, the business case 
for developing these use cases remains weaker. 

Hazard Forecasting

To prepare communities to prepare for a ‘new normal,’ 
scientists and policy planners need good models to pre-
dict the long-term trends. The problem, however, is that 
current models are relatively poor at predicting with any 
specificity how the climate will change at the local or 
regional level.239

AI systems currently are much more able to accurately 
predict imminent threats.  These early warning systems 
contribute significantly to local resilience. Pierre Gen-

tine (Columbia University) highlighted efforts by Goo-
gle, FloodBase (a Brooklyn startup) to use satellite data 
to map flood risk and inundations in near-real time.  
This can help with emergency response and evacua-
tion efforts during natural disasters, such as hurricanes 
or flash flooding.240 Other researchers are working to 
develop monitoring systems that can track the spread 
of wildfires in near-real time.241

Overstory AI: One company that has built a business 
case attempting to predict hazards is Overstory AI. 
This consultancy uses satellite data and AI to predict 
the likelihood of certain natural objects like trees or 
shrubbery to impact critical infrastructure. The com-
pany markets these services to the operators of criti-
cal infrastructure, for example electricity grids or rail-
road companies. (https://www.overstory.com)

Vulnerability and  
Exposure Management

Moving even further into the domain of humanitarian 
relief, some relief agencies are also beginning to deploy 
AI in efforts to minimize vulnerability to climate-fueled 
disasters. The BCG typology lists four sub-categories 
of such vulnerability management: managing crises, 
strengthening infrastructure, protecting populations, 
and finally preserving biodiversity. 

The UN World Food Program, for example, has moved 
to a near real-time strategy for monitoring food inse-
curity.  In 35 countries, this model depends on contin-
uous data collection (primarily through live-phone calls 
to affected areas), and in an additional 50+ countries 
it depends on a “nowcasting” model that draws on a 
series of input data such as prevailing market prices, the 
number of conflict-related fatalities in conflict zones, 
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rainfall data, etc.242 This model can be used to predict 
food insecurity emergencies with a 30-day horizon with 
only a 4% error rate.

Consistent with what one might expect of an organi-
zation whose explicit mandate is to “make the world a 
better place”, the WFP emphasizes the need for such 
models to take into consideration the local specificities 
of a particular intervention. As Giulia Martini explained it, 
“Expertise from the field is crucial” and “extensive con-
sultation with stakeholders is imperative.”243 Such con-
sultations are important not only to train and verify the 
AI system itself, but also to develop local confidence in 
the integrity of the data and predictions. Furthermore, 
such intensive cultivation can be crucial to capture local 
specificities that may not be apparent in more ‘univer-
salized’ approaches, for example the importance of 
Ramadan in a food security context, where global mod-
els may not account for such locally relevant cultur-
al practices.244

Similar efforts are underway to begin predicting the 
risks of internal displacement, tracking not only the rela-
tionship between weather events on displacement, but 
also other factors such as the socio-economic status 
of a household as a predictive factor in that family’s 
displacement.245

Other initiatives are designed specifically to help vul-
nerable communities build their resilience in the face 
of a changing climate.

Conservation International (CI) is an American  
nonprofit environmental organization. In partnership  
with Arizona State University in the United States,  
Konservasi Indonesia (a national foundation promoting  
sustainable development in Indonesia) and Thinking  
Machines Data Science (a tech consultancy focused on 
Southeast Asia), CI initiated the “Climate Smart Shrimp” 
(CSS) Program in Indonesia and the Philippines to help 
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address severe mangrove deforestation. Traditional pat-
terns of shrimp aquaculture have historically been one 
of the primary factors of global-level-deforestation and 
ecosystem destruction. 

CI initiated the CSS program to support the Global Man-
grove Alliance’s 2030 goal of increasing mangrove cover 
globally by 20%. The CSS program attempts to advance 
this goal by working to restructure one of the greatest 
threats to mangroves today, the aquaculture sector, 
and to do so in a way that diminish environmental harm, 
facilitates ecosystem restoration, attracts investment 
capital, and scales up restoration initiatives.246 It does 
so by intensifying the shrimp farming process while also 
combining it with a restoration of mangrove along the 
coastline. This combined effort increases the yield of 
shrimp farmed, while also vastly improving the biodi-
versity of the coastal areas and reducing harmful run-
off into the ocean ecosystem. The restored mangrove 
forests also help to protect vulnerable coastal com-
munities in the face intensifying climate-related nat-
ural disasters. 

In subsequent iterations of the same program (in Ecua-
dor), CI combined this program with a supply chain certi-
fication process that allowed buyers to purchase shrimp 
from only those farms participating in the program, 
using those funds to sustain the overall initiative.247

To succeed, CI needed to identify suitable areas for 
this model to work. Relevant factors include “proximity 
to roads and populated areas, proximity to historical and 
present mangroves, pond size, and slope and elevation.” 
To make these assessments at scale, CI worked with 
partners to develop an AI-powered Multi-Criteria Deci-
sion Analysis (MCDA) approach to identify over 40,000 
suitable hectares where this model might work across 
Southeast Asia.  Those were then the areas where tra-
ditional development practitioners went as they inter-
acted with communities, conducted follow-up assess-

ments, and worked to establish individual programs to 
promote shrimp farm conversion efforts.248

Once a suitable location has been identified, the 
CSS Program consists of two separate initiatives. 
The first provides technical assistance to communi-
ties and farmers. CI Aquaculture experts investigate 
local factors such as the water temperature, oxygen 
levels and salinity to understand how to optimize con-
ditions for shrimp growth and health, while aerators 
were introduced to ensure optimal oxygen levels in the 
artificial ponds hosting the shrimp aquaculture. In addi-
tion, the CSS Program extends loans to shrimp farmers 

248. Araneta, supra note 247.

to fund their intensification and restoration initiatives, 
allowing the farmers to upgrade their farm equipment 
and infrastructure.

While CI initiated this project, it actively consults 
with farmers, supply chain companies, government, 
investors, communities, local NGOs, and other stake-
holders throughout the process. The objective of these 
collaborations is to find locally sustainable ways to 
restore blue carbon ecosystems and to decrease the 
environmental impacts of shrimp farms, while also 
enhancing the productivity and resilience of shrimp 
farms. (https://www.conservation.org/) 

Loss & Damage
The BCG report was published prior to the conclusion 
of the 27th session of the Conference of the Parties to 
the UN Framework Convention on Climate Change in 
Sharm el-Sheikh, Egypt (COP27), which took place in late 
2022. At that conference, the global community finally 
agreed to create a Loss and Damage Fund to compen-
sate communities for irreparable harms caused by cli-
mate change. The Fund was established one year later 
at the 2023 COP28 in Dubai. Loss and Damage has been 
a topic of significant concern for decades, especially 
in the Global South, where communities often strug-
gle under the financial and social toll of mounting cli-
mate-change related disasters. The issue has long been 
taboo among more wealthy industrialized nations, fear-
ful that “Loss and Damage” would become tantamount 
to an admission of guilt by the industrialized North for 
climate change. Not comfortable with such straight-
forward notions of accountability for the harms asso-
ciated with climate change, many industrialized nations 
argued that Loss & Damage should be subordinated 
into discussions of adaptation and resilience efforts. 

Now that Loss & Damage has been recognized as a third 
pillar of efforts to combat climate change, it makes 
sense to expand the BCG framework to consider how 
AI can contribute also to those important efforts. Loss & 
Damage is still an evolving concept, but it is already pos-
sible to speculate that AI will also play an important role 
in efforts to compensate and support communities in 
the Global South for the harms caused – whether reck-
lessly or unknowingly – by the economic activities of 

the generally more industrialized and wealthy societ-
ies of the Global North.

Loss & Damage can be understood to cover two basic 
scenarios.  In the first, a community is severely impact-
ed by the effects of climate change such that a recovery 
is desirable but impossible, given the limited resourc-
es available for such a reconstruction effort. In such 
situations, any meager development progress that 
may have been achieved under ‘climate normal’ con-
ditions are quickly reversed by successive waves of 
climate-change fueled disasters. Entire communities 
can be relegated into perpetually worsening cycles 
of poverty, indebtedness, and human despair. Loss & 
Damage would demand that a concerted effort be 
mounted by wealthier industrialized nations (which, 
coincidentally, are also primarily responsible for the 
historical GHG emissions that gave rise to climate 
change in the first place) to support those communi-
ties as they rebuild sustainably and with greater resil-
ience than before to the ongoing and intensifying cli-
mate hazards they face. This is not development assis-
tance by another name, but rather a rights-based inter-
vention designed to allow those vulnerable communi-
ties to exit a cycle of crisis survival and refocus on a 
more dignified and sustainable development trajectory. 

Investing in such a strategy would require innovative 
financing vehicles that move beyond an ad-hoc (disas-
ter-by-disaster) approach to humanitarian aid and lack-
luster rebuilding efforts. It would require the design and 
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mobilization of innovative construction strategies, pref-
erably ones that don’t seek merely to rebuild old infra-
structure, but rather improve it and build in a more resil-
ient and sustainable way. Here too, AI can play a signifi-
cant design and research role. Loss & Damage program-
ming would also require new and more effective ways 
of extending the benefits of insurance to vulnerable 
communities, the same way that insurance spreads risk 
in more socio-economically secure parts of the world. 
Finally, AI could be used to rapidly identify communities 
and areas that qualify for such assistance, and develop 
scalable accountability mechanisms for funds distrib-
uted, in ways that do not needlessly deplete funds with 
overhead costs and notoriously sluggish assessment, 
verification, and inspection regimes relying exclusive-
ly on human development experts. 

Microsoft’s AI for Good Research Lab actively under-
takes projects relating to climate change. These projects 
focus on the goals of loss and damage and adaptation. 
The research lab oversees a range of different projects.

Under its AI for Good Research Lab, Microsoft estab-
lished an African AI Innovation Council “to harness 
the power of data and AI to boost climate resilience 
and adaptation efforts in Africa.”249 The Innova-
tion Council will convene members from leading 
African regional governance organizations such as the 
African Development Bank, African Risk Capacity, and 
the African Climate Foundation. The Council will work 
to identify opportunities to improve climate resilience 
through data and AI and facilitate ways to generate addi-
tional climate data and drive continued research. 

Juan Lavista Ferres, Chief Scientist and Lab Director at 
Microsoft’s AI for Good Research Lab noted “the indis-
pensable need for collaboration [. . . .] throughout the 
Council’s discussions,”250 quoting an African proverb 
to illustrate the point: “If you want to go fast, go alone. 
If you want to go far, go together.” Lavista Ferres con-
tinued that “[t]his is why the AI for Good Lab remains 
committed to our partnership model, working with sub-
ject matter experts to guide the responsible develop-

249. Sylvester Addo, “COP27 – Microsoft announces new Africa AI Innovation Council,” (Blog post of Nov. 10, 2022), https://microsoft-
caregh.com/2022/11/10/cop27-microsoft-climate-africa-ai-innovation-council/.

250. Juan M. Lavista Ferres, LinkedIn Post, https://www.linkedin.com/posts/jlavista_this-week-in-nairobi-microsoft-joined-with-ac-
tivity-7091444689068838912-1DDk?utm_source=share&utm_medium=member_desktop.

251. Id.

252. Ayooluwa Adetola, “Microsoft and Planet Partner to Provide AI and Satellite Data for African Climate Adaptation Projects,” (Nov. 
17, 2022), Space in Africa, https://africanews.space/microsoft-and-planet-partner-to-provide-ai-and-satellite-data-for-african-cli-
mate-adaptation-projects/.

253. Chi Xu, Timothy Kohler, Timothy Lenton, Jens-Christian Svenning and Martin Scheffer, “Future of the Human Climate Niche,” 
117(21) PNAS, 11350-11355 (2020), https://doi.org/10.1073/pnas.1910114117.

ment of AI solutions so that they are maximally useful 
and accessible to all.”251

Microsoft also runs a collaboration with Planet Labs 
to apply AI technology and satellite data to support 
African climate adaptation projects.252 This is espe-
cially crucial due to the climate data divide whereby 
there is insufficient reliable climate data and a lack of 
data scientists to work with the available data to turn 
them into insights for decision-making. By combining 
Planet Labs’ high-quality satellite imagery of Africa with 
Microsoft’s AI technology, Africa-based data scien-
tists will have access to satellite imagery from across 
the African continent to develop adaptation strate-
gies and early warning systems. (https://blogs.micro-
soft.com/on-the-issues/2022/11/07/climate-data-di-
vide-global-south/) 

The second Loss & Damage scenario is that of a com-
munity that simply becomes no longer viable, either 
for an individual household or for an entire commu-
nity. The paradigmatic example would be a low-lying 
island nation in the Pacific Ocean threatened by rising 
sea levels, or a farming household in Sub-Saharan Afri-
ca or Central America driven by prolonged droughts 
and famine to migrate to Europe. What would happen 
in such scenarios, where staying home is simply no lon-
ger a survivable option? One recent study found that 
“over the coming 50 years, 1 to 3 billion people are proj-
ect to be left outside the climate conditions that have 
served humanity well over the past 6,000 years” and 
that “absent climate mitigation or migration, a substan-
tial part of humanity will be exposed to mean annual 
temperatures warmer than nearly anywhere today.”253

A range of new challenges arise in such a scenario. 
The first has to do with combatting the sheer human 
indignity of such situations. Being forced to leave 
one’s home is always traumatic, regardless of wheth-
er it is driven by climate change, conflict, poverty, or oth-
er reasons. All kinds of displacement are traumatic, but 
the fact that millions of people are displaced annually 
does not render this phenomenon as mere background 

noise: regrettable but too big to solve. Quite the con-
trary, forced migration remains one of the most urgent 
sources of human suffering globally. 

Some of this indignity has to do with the legal frame-
work that governs contemporary migration flows. 
Existing international and national legal frameworks 
do not classify individuals and communities displaced 
by slow-onset climate change events as refugees. 
Climate migrants lack the legal protections afforded 
to families fleeing war or even those affected by a rap-
id-onset natural disaster such as an earthquake or tsu-
nami. Border guards typically categorize climate-mi-
grants as “illegal” economic migrants, refusing them 
entry and leaving them with no choice but to go back 
home, where survival is impossible, or place them-
selves at the mercy of the exploitative and often vio-
lent criminal trafficking networks who can smuggle 
them across international borders. 

This simply cannot be an acceptable baseline “solution” 
for countries, communities, and households reeling 
from the irreparable impacts of disastrous Loss & Dam-
age. The global community can and must do some-
thing. But it is also realistic to expect that policy mak-
ers will want to find some way to distinguish between 
climate-displaced migrants and “economic migrants.” 
In so doing, governments will likely turn to AI, as they 
already have at most international borders, to help 
with the smooth identification and transfer process. 
These border initiatives will likely need to be coupled 
with well-funded political and humanitarian initiatives 
to support climate migrants, to streamline migratory 
flows, and to provide legal and dignified alternatives to 
the human trafficking networks.

254. Kalolaine Fainu, “Facing extinction, Tuvalu considers the digital clone of a country,” (Jun, 27, 2023), The Guardian, https://www.
theguardian.com/world/2023/jun/27/tuvalu-climate-crisis-rising-sea-levels-pacific-island-nation-country-digital-clone.

Beyond merely moving people to new locations, Loss & 
Damage would also require efforts to preserve the cul-
tures, identities, and memories that define displaced 
communities. A person always has the right to exercise 
his or her culture, language, and traditional practices, 
even after being displaced from their former communi-
ty. Technologies such as language translation and AI-en-
abled VR/XR technologies can help preserve and main-
tain cultural practices even when communities disperse 
or move from their original homelands. This can happen 
in cultural or religious contexts, but also for educational 
authorities wishing to continue educating children about 
the language and cultural traditions of the “homeland.” 

Finally, any such scenario would raise the question of 
what would happen to the political institutions that gov-
ern a community. Displaced communities still retain the 
right to preserve their identity and their political heri-
tage. In some situations, this has implications for nation-
al sovereignty, for example when a country simply dis-
appears off the face of the earth. What is left of a coun-
try if there is no longer any physical territory to stand 
on? Can there be a governance model that continues to 
have genuine meaning for the former “citizens” of that 
polity, and can this be facilitated by AI technologies? 
There are numerous tech utopians who would gladly 
design innovative and exciting AI-facilitated governance 
models to serve precisely such purposes.  Indeed, the 
low-lying small island nation of Tuvalu has famously cre-
ated a digital twin of the entire country in anticipation 
of the potential extinction of the physical landmass of 
the country due to climate change.254

Our expanded framework of AI efforts to combat cli-
mate change, building on the BCG model but adding a 
focus also on Loss & Damage, would look as follows: 
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Analysis: Integrated Lessons Learned 
from the Case Studies
Five lessons stand out from the above analysis:

Making the world a better place deserves the world’s 
brightest minds.

The Google Deepmind principles highlighted above 
make this point when they state that a commitment 
to the responsible use of technology requires a compa-
ny to “uphold high standards of scientific excellence.” 
At one level, this is perhaps obvious, especially in a 
for-profit model where technology is being developed 
and deployed to paying customers.  But as one moves 
along the spectrum of AI use cases designed to make 
the world a better place, there can be an understand-
able temptation on the part of some technologists to 
embrace technologies that are merely “good enough.” 
This tendency can sometimes (regrettably) be seen in 
any pro-bono activities, where professionals volunteer 
their expertise and services for free or at below-market 
prices. Compromising on the quality of those products 
or services can be harmful for several reasons, not the 
least of which being that AI products, even when spe-
cifically designed to meet socially beneficial purposes, 
can still pose significant risks to users and communities.

This serves as an important reminder to technologists 
working to design products that make the world a bet-
ter place. Noble as those intentions may be, this does 
not free them from still needing to also focus on the 
potential downsides of novel technologies, such as the 
harms that a poorly designed AI system could still have 
on communities.

The principle also recalls an age-old problem facing any 
non-for-profit or public service venture, namely how to 
incentivize talented individuals with highly marketable 
skillsets to choose less lucrative, but potentially more 
socially beneficial, career options. Corporations, gov-
ernments, universities, and non-profit organizations 
need to continue finding creative ways to share talent, 
not just with the highest bidders, but also with the most 
socially deserving causes.

“Big tech” has a significant role to play.

The second realization is that “big tech” has a signifi-
cant role to play in “making the world a better place.” 
Many of the innovations highlighted above come from 
major tech corporations – Google and Microsoft, but 
also many others that we did not mention but could 
easily have also highlighted, including Meta, IBM, NVID-

IA, etc.  Cynics may describe these efforts as corpo-
rate “greenwashing” or window dressing – flashy efforts 
designed to cover up for an otherwise unremarkable 
track record on climate change or human rights issues. 
And in some cases, such a cynical perspective is cer-
tainly warranted.

That said, not all efforts by major corporations to ‘make 
the world a better place’ are necessarily motivated by 
some nefarious motivation. Many of those highlight-
ed above, certainly, are not. What our analysis makes 
clear is that without these private corporations dedi-
cating talent to conduct meaningful safety research, 
consult with communities and users, fund special proj-
ects like Google Earth or Microsoft’s Planetary Comput-
er, global efforts to fight climate change would be in a 
much worse place than they currently are. As difficult as 
this may be for some climate activists to accept, espe-
cially those who see the often-times negative impact 
that corporations have had on the environment or on 
human rights, it must be recognized that not all corpo-
rations are cut from the same cloth. Furthermore, those 
corporations that do, in good faith, mobilize resources 
to make the world a better place should be encouraged 
and recognized for their efforts. This happens, for exam-
ple, quite prominently during the annual COP Climate 
Change Conferences. At one level, this acknowledgment 
may come from the positive public relations impact of 
pro-social activities. But civil society and government 
also has a role to play to reinforce that positive feed-
back loop, rather than only always focus on the negative 
reinforcement mechanisms associated with naming 
and shaming (for civil society groups) and regulation 
and criminal prosecution (for government authorities). 

NGOs must get smarter to help them scale their efforts 
with AI and other new and emerging technologies.

The Conservation International case study shows the 
importance of traditional non-profit organizations and 
civil society groups also turning to AI, or at least part-
ner organizations who know how to make value of AI, 
to ‘scale’ and improve their own services. The act of 
“helping” and empowering communities is also in need 
of being turbo-charged by AI technologies. Non-profits 
have a responsibility to inform themselves of the tre-
mendous potential for AI, and to build their own capac-
ities, however challenging that may be, to take maxi-
mum advantage of those technologies. 

There is a thriving consulting industry making use of 
AI technologies to help them advise for-profit business-
es on how to implement better ESG practices, but most 
of those efforts focus primarily on the “E” of ESG.

Quite a few case studies highlighted above describe 
for-profit consultancies offering to use innovative and 
AI-enhanced to advise their clients on improving their 
ESG practices. The market for such services is obviously 
thriving and perhaps growing. One realization, however, 
is that many of those AI use cases focus on helping cor-
porations become more environmentally sustainable. 
Few, so far, focus on social or governance sustainability. 
While beyond the scope of this chapter which focused 
only on efforts to combat climate change, AI entrepre-
neurs should also develop ways to advise corporations 
on how to reduce their social and governance impact 
on surrounding communities and use AI to enhance 
those efforts.

Efforts remain primarily “top down” in their approach. 
There are only few examples where any significant con-
sultation took place with affected communities, and 
those examples tended to come from government or 
development / humanitarian agencies familiar with the 
need for rigorous consultation processes.  

Finally, and perhaps most strikingly, we note that many 
of the efforts described above still fail meaningfully to 
engage with impacted communities. The crucial excep-
tions to this pattern tend to be civil society organiza-
tions and governments, both of which tend to be incen-
tivized and well-practiced at the art and science of “con-
sulting a vulnerable community.” This consultation pro-
cess requires some effort, but it is also central to any 
genuine effort to ‘make the world a better place.’ 

Corporations certainly know how to structure such 
processes. Corporate advertising departments virtu-
ally invented the practice of convening focus groups 
to “test” a product or message with key demograph-
ics. Business consultants are well-versed in terms 
like ‘stakeholder mapping’ and ‘consensus building.’ 
Especially when it comes to AI, they need to more visi-
bly and more aggressively liaise with potentially impact-
ed stakeholders to ensure that their voices are reflect-
ed in any efforts – especially those oriented towards 
‘making the world a better place.’ Moreover, they need 
to create non-intimidating and viable grievance mecha-
nisms such that stakeholders can come directly and at 
an early stage to the company or tech entrepreneur to 
highlight negative impacts a technology may be having.
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This paper transitions from the specifics of how AI works and how AI engineers 
and entrepreneurs are working to mitigate the downside risks of AI while also 
capturing its tremendous potential upsides and refocuses on the policy mak-
ing arena. The chapter details the efforts of policy makers at the corporate, 
civil society, national and international level to influence how AI is governed, 
and concludes with some recommendations specific to the United Nations on 
some additional reforms that could make the UN—and in particular its Human 
Rights Institutional Machinery—more able to also engage constructively with 
this ongoing discussion. 

Paper 2-3: 

The Global Governance 
Landscape of AI and its 
Potential to Better Promote 
a Human Rights-Based 
Approach to AI
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The Rapidly Evolving AI Policy  
Landscape and the Need for a Human 
Rights-Based Approach

255. Field, Jessica, et. Al., “Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-based Approaches to Principles 
for AI,” (Jan. 15, 2020), Berkman Klein Center for Internet and Society Resarch Publication Series No. 2020-1, https://cyber.harvard.
edu/publication/2020/principled-ai.

256. Partnership on AI, “AI Incidents Database,” https://partnershiponai.org/workstream/ai-incidents-database/.

257. Responsible AI Commitments for startups and their investors, https://www.rilabs.org/responsibleai-commitments.

258. VC funding for generative AI startups went from $3.9 billion in 2022 to $17.8 billion in 2023. See Raquel Jorge Ricart and 
Pau Álvarez-Aragonés, “The geopolitics of Generative AI: international implications and the role of the European Union,” (Nov. 
27, 2023), https://www.realinstitutoelcano.org/en/work-document/the-geopolitics-of-generative-ai-international-implica-
tions-and-the-role-of-the-european-union/?utm_source=pocket_saves.

259. Field, Jessica, et. al., “Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-based Approaches to Principles 
for AI,”(Jan. 15, 2020), Berkman Klein Center for Internet and Society Research Publication Series No. 2020-1, https://cyber.harvard.
edu/publication/2020/principled-ai. 

Corporate self-regulation and the 
proliferation of AI principles

AI has only recently exploded into popular conscience 
with the mass-commercialization of large language 
models, such as OpenAI’s Chat GPT. Corporations, on 
the other hand, have been experimenting behind closed 
doors with these technologies for years, and have also 
been promulgating policies to guide their own inter-
nal processes and ensure the safety of their AI prod-
ucts. The Chinese tech giant Tencent, for example, 
published its AI principles in collaboration with the 
Chinese Academy of Sciences as early as 2017, and 
Google and Microsoft produced their AI principles in 
2018.255 These primarily principle-based frameworks 
make up a panoply of overlapping ethical norms.

There have also been some industry-wide efforts to 
coordinate such self-regulation efforts. The Partnership 
on AI, for example, brings together researchers from 
more than fifty of the biggest American tech companies 
to collaborate on AI ethics and governance. It serves as a 
research and information sharing platform and includes 
practical tools such as the AI Incident Database that 
documents failures of AI systems around the world.256 

Though AI start-ups do not always publish such internal 
safety guidelines or principles, they often integrate eth-
ical commitments prominently into their mission state-
ments. Corporate executives increasingly make public 
statements or commitments about the importance of 
‘responsible’ or ‘safe’ AI systems. VCs, who have tradi-

tionally been quite hesitant to embrace ESC criteria into 
their investment strategies, are also gradually starting 
to think about industry-wide efforts to ensure that new 
AI-use cases are still trustworthy. In November of 2023, 
for example, over forty of the largest venture capitalist 
firms – collectively managing hundreds of billions of dol-
lars that fund AI start-ups – signed a non-binding char-
ter of Responsible AI Commitments257 aimed at pro-
viding specific guidance on the development of respon-
sible AI. Such commitments will become increasingly 
impactful if funding for AI start-up continues its expo-
nential growth.258

One meta-study analyzing various proposed gover-
nance frameworks on AI found a gradual convergence 
towards a set of 8 core principles articulated in these 
various frameworks:259

1. Privacy. “AI systems should respect individuals’ 
privacy, both in the use of data for the development 
of technological systems and by providing impacted 
people with agency over their data and decisions 
made with it.”

2. Accountability. There should be “mechanisms 
to ensure that accountability for the impacts of 
AI systems is appropriately distributed, and that 
adequate remedies are provided.”

3. Safety and Security. “AI systems [should] be safe, 
performing as intended, and also secure, resistant to 
being compromised by unauthorized parties.”

4. Transparency and Explainability. “AI systems 
[should] be designed and implemented to allow for 
oversight, including through translation of their oper-

ations into intelligible outputs and the provision of 
information about where, when, and how they are 
being used.”

5. Fairness and Non-discrimination. “AI systems 
[should] be designed and used to maximize fairness 
and promote inclusivity.”

6. Human Control of Technology. “Important decisions 
[should] remain subject to human review.”

7. Professional Responsibility. Individuals play a 
vital role “in the development and deployment of 
AI systems [and should consider it as their professional 
duty to ensure] that the appropriate stakeholders are 
consulted, and long-term effects are planned for.”

8. Promotion of Human Values. “The ends to which 
AI is devoted, and the means by which it is imple-
mented, should correspond with our core values and 
generally promote humanity’s well- being.”

These broad areas of ethical concern encompass strin-
gent and detailed principled guidance on what should 
be included to realize these overarching objectives. 
They also all remain inherently subjective. In the words 
of Philip Alston, UN Special Rapporteur on Extreme Pov-
erty, “as long as you are focused on ethics, it’s mine 
against yours. I will define fairness, what is transpar-
ency, what is accountability. There are no universal 
standards.” 

With regards to the need to protect privacy, for exam-
ple, numerous ethical codes point to the impor-
tance of seeking permission from users by means of 
notice-and-consent regimes,260 while others point 
to a supposedly higher standard of seeking informed 
consent.261 Similarly, while many codes stipulate that 
users should have meaningful control over the use of 
their data, this idea can be interpreted in various ways. 
Microsoft, for example, commits itself to ‘appropriate 
controls’ on how data is used, whereas IBM’s princi-
ples stress that ‘users should always maintain control 
over what data is being used and in what context.’262 

260. Sundar Pichai, “AI at Google: Our Principles,” (Jun. 7, 2018), https://www.blog.google/technology/ai/ai-principles; A Latam, 
“Declaración de Principios Éticos Para La IA de Latinoamérica,” (2019), http://ia-latam.com/etica-ia-latam/. 

261. IBM, “IBM Everyday Ethics for AI,” (2019), https://www.ibm.com/watson/assets/duo/pdf/everydayethics.pdf. 

262. Microsoft, “AI Principles,” 68 (2018), https://www.microsoft.com/en-us/ai/our-approach-to-ai; IBM, “IBM Everyday Ethics for 
AI,”44 (2019), https://www.ibm.com/watson/assets/duo/pdf/everydayethics.pdf.

263. Microsoft, “AI Principles,” 69 (2018), https://www.microsoft.com/en-us/ai/our-approach-to-ai; Artificial Intelligence Industry Alli-
ance, “Artificial Intelligence Industry Code of Conduct,” (2019), (See Principle 3), https://www.secrss.com/articles/11099; University 
of Montreal, “Montreal Declaration for a Responsible Development of Artificial Intelligence,”14 (2018) (See Principle 7.4), https://www.
montrealdeclaration-responsibleai.com/the-declaration. 

264. Laat, P., Companies Committed to Responsible AI: From Principles towards Implementation and Regulation?, Philos. Technol. 34, 
1135–1193 (2021), https://doi.org/10.1007/s13347-021-00474-3.

Such privacy safeguards can vary from mere com-
mitments to provide information on how data is used, 
to concrete procedures designed to allow users can 
change, restrict or delete personal data from being used. 

In the same vein, while almost all AI principles contain 
some form of commitment to the principles of fair-
ness and non-discrimination, this also covers a range 
of different measures in pursuit of those principles. 
Some codes contain commitments that AI-systems’ 
training data will be representative of the target popu-
lation. Others contain commitments that outputs will 
not replicate or amplify existing social discriminations. 
Some commit the firm to ensure that users will be treat-
ed impartially and equitably, while others promote equal 
opportunity and a proactive effort to correct for socie-
tal inequalities, ensuring inclusiveness and representa-
tiveness by empowering historically marginalized pop-
ulations.263 This diversity of specific interpretations 
of what is required by “fairness and non-discrimina-
tion” evidence a mix of both “do-no-harm” provisions 
as well as some focusing on actively “making the world 
a better place.”

Despite the differences in how various ethics codes 
interpret largely similar-sounding principles, the true 
test of a company’s commitment to an abstract princi-
ple (privacy, fairness, etc…) is not so much in its willing-
ness to publicly embrace those principles but rather its 
commitment to put in place concrete mechanisms to 
breathe life into those principle. A study of the 24 com-
panies with the highest standards of AI principles found 
that ‘more than half of the committed firms had not 
introduced any concrete steps towards responsible AI’ 
by introducing internal or external mechanisms to mon-
itor compliance.264 One example of a company that did 
put in place such mechanisms is Microsoft’s AI Eth-
ics in Engineering and Research program. This initiative 
brings together ‘experts in key areas of responsible AI, 
engineering leadership, and representatives nominated 
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by leaders from major divisions.’265 These representa-
tives are divided into several Working Groups, focusing 
on subthemes such as ‘AI Bias and Fairness’. The Com-
mittee is collectively mandated to work with product 
teams to ensure that Microsoft’s products align with 
the company’s AI principles. 

Regulatory Responses and State-
led Initiatives on AI

As the risks associated with AI have become more 
apparent, starting in 2016, policy makers have also 
begun to explore a range of potential regulatory respons-
es. This has not been a straightforward process, howev-
er. From the outset, efforts to regulate AI were in tension 
with counterarguments that regulation would stifle inno-
vation and competition, and potentially harm national 
tech industries vis-à-vis their counterparts operating 
in less-regulated jurisdictions. Until recently, this was 
illustrated by the European Union’s cross-sectoral, 
risk-based regulatory approach, which was often con-
trasted with the United States’ relatively liberal (i.e., 
hands-off), market-driven and sectorally-targeted 
approach towards regulation. 

Domestic AI regulation can adopt essentially two forms. 
It can have a broad scope, addressing the implications 
of AI in a comprehensive, cross-sectoral manner, or 
it could be targeted at specific uses or risks arising from 
AI applications. The latter approach seems to be taking 
hold in more countries. Globally, since 2016, around 31 
countries have adopted a total of 123 AI-related bills.266 
The US leads in the enactment of these laws, having 
adopted 22 texts, between 2016 and 2022, followed by 
Portugal and Spain, which have adopted thirteen and ten 
laws respectively.267 This, however, does not encom-
pass broad AI legislation, but bills that contain provisions 
on the use of AI for targeted areas such as training pro-
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ai/principles-and-approach?activetab=pivot1%3aprimaryr5.

266. Nestor Maslej, Loredana Fattorini, Erik Brynjolfsson, John Etchemendy, Katrina Ligett, Terah Lyons, James Manyika, Helen Ngo, 
Juan Carlos Niebles, Vanessa Parli, Yoav Shoham, Russell Wald, Jack Clark, and Raymond Perrault, “The AI Index 2023 Annual Report,” 
(Apr. 2023), AI Index Steering Committee, Institute for Human-Centered AI, Stanford University, Stanford, CA, https://aiindex.stanford.
edu/wp-content/uploads/2023/04/HAI_AI-Index-Report_2023.pdf.

267. Id., at 269.

268. H.R.8152 – American Data Privacy and Protection Act (117th Congress, 2021-2022) https://www.congress.gov/bill/117th-con-
gress/house-bill/8152/text.

269. Matt Sheehan, “China’s AI Regulations and How they Get Made,” (Jul. 10, 2023), Carnegie Endowment for International Peace, 
https://carnegieendowment.org/2023/07/10/china-s-ai-regulations-and-how-they-get-made-pub-90117.

270. Executive Office of the President, “Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence,” (Nov. 1, 2023), 
88 Federal Register 75191, https://www.federalregister.gov/documents/2023/11/01/2023-24283/safe-secure-and-trustworthy-de-
velopment-and-use-of-artificial-intelligence. 

grams, public administration decision-making, or the 
impacts of AI on education. 

Targeted regulation can allow for greater flexibility to 
address specific concerns over certain human rights 
risks or processes. The US Data Privacy Protection Act, 
for example, was introduced in May 2022 and con-
tains provisions requiring large data holders to conduct 
impact assessments of their algorithms if these pose 
risks of harm to individuals or groups.268 Targeted regu-
lations can also be more easily adaptable in response to 
advances in technology. China, for example, has adopt-
ed regulations on recommendation algorithms and on 
synthetically generated content.269 Such targeted regu-
lation also, however, requires governments to essential-
ly play a game of ‘whack-a-mole’: constantly enacting 
new and specific regulations to address new problems 
as they arise. This is complicated, especially considering 
the lightning pace of AI evolution and the near-instant 
impact of any AI-systems gone wrong. Therefore, while 
a reliance on targeted regulations is certainly appropri-
ate (and even necessary in certain instances), a stronger 
and more overarching approach may be necessary as 
a complementary measure to guide the spirit of those 
more targeted interventions.

The US approach, which has so far followed the coun-
try’s preference for market development, innovation, 
and competition, is gradually shifting towards a more 
regulatory-favorable position. In an October 2023 
Executive Order, President Biden outlined the US’ inten-
tion to lead in the context of rapid advancement of 
AI capabilities ‘for the sake of our security, economy, 
and society.’270 This recent push to define a unified 
US regulatory approach is an effort by the Biden admin-
istration to put in place an alternative to the regulatory 
models emerging in Europe, China and other markets, 
and to reassure US-based tech companies that they 
can continue to drive AI innovation and experimenta-
tion in the United States. The recent Executive Order 

sets out eight principles to guide the use of AI: (1) safe-
ty and security; (2) responsible innovation, competition, 
and collaboration; (3) support for workers; (4) equity and 
civil rights; (5) consumer protections; (6) privacy and 
civil liberties; (7) risk management in the Government’s 
own use of AI; and (8) leadership. The Order is broad in 
that it discourages general bans on the use of genera-
tive AI, leaning instead towards limited access to spe-
cific AI services based on risk assessments. 

In contrast to targeted approaches, broad-based reg-
ulation, like the proposed EU AI Act, can bring a com-
prehensive, risk-based approach to AI. The EU AI Act 
broadly defines AI as software that can “generate out-
puts such as content, predictions, recommendations, 
or decisions influencing the environments they inter-
act with.”271 The Act, which is expected to become 
binding law in early 2024, forms part of the EU’s regu-
latory approach to AI. It focuses on the rights of users 
and citizens, and would form a broad spectrum protec-
tion of the fundamental rights and democratic struc-
tures, while working to promote a fair distribution of 
AI’s benefits.272 A prominent feature of the Act is that 
it ensures blanket protections for different levels of 
risk. For AI systems that pose high risks to fundamen-
tal rights, health and safety, the Act requires high-qual-
ity data, documentation and traceability, transparency, 
and oversight. Going a step further, the proposed act 
would also outlaw the use of real-time facial recognition 
in public places (due to its risk of compromising fun-
damental rights and freedoms), as well as other AI sys-
tems that manipulate human behavior or exploit individ-
uals’ vulnerabilities.273 For AI systems considered to be 
non-high-risk, the Act requires companies to implement 
codes of conduct, thereby ensuring a minimum level 
of protection for users interacting with these systems. 
In preparing the draft AI Act, the European Commission 
assessed alternative regulatory strategies, including a 
legislative instrument with a voluntary labeling scheme, 
an ad hoc sectoral approach, a horizontal legislative 
instrument following a risk-based approach, and a hor-
izontal legislative instrument establishing mandato-

271. European Commission, “Proposal for a Regulation of the European parliament and of the Council Laying down harmonized rules 
on artificial intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts,” (Apr. 21, 2021),  Brussels, https://
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ry requirements for all AI systems. The Commission’s 
ultimate choice to put forward a horizontal legislative 
instrument relying on a two-tiered risk-based approach, 
while mandating codes of conduct for lower-risk sys-
tems, represents a hybrid option between these vari-
ous regulatory approaches.

A draft of the EU AI Act has prompted some notewor-
thy push-back, primarily from politicians in France, 
Germany and Italy.274 Concerned about the impact 
of this EU AI Act on the competitiveness of their own 
tech sectors working with AI, these efforts proposed 
for there to be a greater reliance on industry self-reg-
ulation. Such an approach, which has been dubbed 
a more “innovation friendly” model, could potential-
ly dilute the regulatory ‘bite’ of the proposed EU AI 
Act. The French Minister for Economy, Finance, and 
Industrial Sovereignty has stated that “before regu-
lating AI, the EU must innovate” if it wants to remain in 
the 21st Century race for AI.275

Broad regulations cover a wide range of AI applications, 
and yet they also have drawbacks. Certain emerging or 
unanticipated issues can easily fall through the cracks 
in such regulatory regimes. Emerging human rights con-
cerns may, in fact, be better addressed using specif-
ic regulation. The best approach may therefore be to 
enact broad regulation while also allowing for specific 
and more nimble regulation where necessary.

China’s regulatory approach strikes a balance etween 
State control and encouraging innovation and com-
petition. China began to develop regulation ahead of 
many other countries, establishing a timeframe in 2017 
to guide national regulation efforts, in an attempt to 
lead the regulatory race over its main competitors.276 
Most recently, China enacted the world’s first law 
addressing generative AI, with comprehensive require-
ments that training data used by AI companies must 
be ‘true and accurate,’ and prohibiting racial and gen-
der discrimination. These regulations have sparked dis-
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cussions within China as to whether and how legislation 
may thwart innovation and competition.277 

In parallel to (or in addition to) the more slow-moving 
regulatory efforts to ensure the safety of AI systems, 
many states have also pursued various soft law solu-
tions, ranging from multi-stakeholder processes to 
sandboxing, issuing codes of conduct, and the issuance 
of general guidance. These various efforts focus not only 
on the development of new technologies, but also the 
corporate strategies used to bring them to the market. 
This was also the approach of the EU until 2021, before 
its shift to a more regulatory approach.  In April of 2019, 
the EU’s High Level Working Group on AI published its 
Ethics Guidelines for Trustworthy AI, and in June of that 
same year it published its Policy and Investment Rec-
ommendations for Trustworthy AI, in which it for the 
first time proposed the risk-based approach to AI regula-
tion that the European Union would later embrace in the 
form of the EU AI Act. Many other countries, including 
Colombia, the Republic of Korea and the United King-
dom, have also adopted national AI strategies. Still oth-
er countries, including India and the Philippines, have 
established or proposed establishing specialized gov-
ernment agencies tasked with examining the need for 
regulation and standardization of AI technologies. 

Other State-led initiatives have taken place at the inter-
governmental level, in fora like the G7 and the G20, the 
World Economic Forum, the OSCE, and UNESCO, to 
name just a few. The G7, for example, began to consid-
er AI regulations at an ICT ministerial meeting in 2016. 
Since then, it has developed a set of commitments to 
promote ‘a human-centric AI’278 and the Global Part-
nership on Artificial Intelligence (GPAI), which fosters 
a ‘vision of AI that is human-centered, fair, equitable, 
inclusive and respectful of human rights and democ-
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racy.’279 After years of negotiation, the GPAI was final-
ly published in 2019.280 

The G20 adopted a similar approach when in 2019 
it adopted a set of principles focused on human-cen-
tered AI.281 These were reaffirmed by heads of State in 
September of 2023, formalizing those governments’ 
commitment to ‘pursue a pro-innovation regulatory/
governance approach’ maximizing the benefits and con-
sidering the risks associated with AI.282

There have also been several legislative efforts to con-
trol how States themselves use AI for state functions. 
Governments are increasingly turning to AI for a range 
of uses, including improving healthcare and other social 
services, conducting traffic flow analysis, tracking 
undocumented migrants and improving border control 
measures, and a host of other government functions.

Policy makers in some countries have shown an appe-
tite for regulating governmental use of AI, balancing 
a desire to promote government innovation with an 
ongoing concern for human rights. In November 2023, 
for example, the US Office of Management and Budget, 
following the aforementioned executive order issued 
by President Biden, released guidance on the use and 
development of AI by the government to ‘provide a 
model for the responsible use of the technology.’283 
The draft guidance recommends Chief AI Officers for 
federal departments to advise and track government 
AI activities, expand reporting on the ways government 
agencies use AI, and mandate the implementation of 
specific safeguards for AI uses that impact rights and 
safety.284 31 UN member States also recently signed 
a declaration on the responsible military use of AI and 
autonomy, recognizing the need to develop military 
AI in a responsible and ethical way that enhances inter-

national security.285 The declaration recommended 
measures such as legal reviews to ensure that military 
AI capabilities are used consistent with States’ interna-
tional legal obligations, taking proactive steps to mini-
mize unintended bias, and ensuring that such capabil-
ities have explicit, well-defined uses.286 While unen-
forceable from an international law perspective, such 
declarations form the core of a budding soft-law doc-
trine governing State use of AI technologies.

The need for  
international governance

The UN Secretary-General, the UN High Commissioner  
for Human Rights, and the newly established High-Level  
Advisory Body on Artificial Intelligence, have all stressed 
that leveraging the potential of AI to advance the rights 
and interests of all humanity287 without discrimination 
requires a ‘global, collaborative approach’288 anchored 
in human rights. The Special Rapporteur on privacy 
has also suggested the  creation of a specific ad hoc 
international law mechanism to examine transnation-
al issues in ICT.289 

By its very nature, AI poses trans-boundary risks. AI mod-
els, like all digital services, can easily cross borders and 
the risks associated with accidents or the harmful mis-
use of AI systems are not contained within one single 
jurisdiction. Attempts to regulate both the development 
and deployment of AI systems in one State therefore 
do no immunize it from harms that arise from AI-sys-
tems developed in states with less exacting regulations. 
Indeed, some entrepreneurs have even capitalized on 
this reality by proposing floating server farms in inter-
national waters that would be subject to no regulatory 
oversight of any kind. 

Stakeholders operating in places with strong regu-
lations have an especially pronounced interest that 
regulatory responses to AI be harmonized globally. 
Standardized regulations help level the playing field by 
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promoting regulatory coherence. Such global standards 
can also provide greater legal certainty to businesses 
operating in different jurisdictions. A level playing field 
helps safeguard against a regulatory race to the bottom, 
in an attempt by certain jurisdictions to attract corpo-
rate investment at the cost of globally eroded product 
safety. Last but not least, companies also have an inter-
est in securing consumer and user trust, as demon-
strated by their own promotion of self-regulatory poli-
cies to ensure product safety. This is especially true for 
those corporations that continue to operate in regulated 
environments who have a strong interest in cultivating 
a positive reputation among consumers, not just for 
their particular corporate brand, but for AI as a whole, 
untainted by the impact of a few unscrupulous found-
ers who consciously seek to evade regulatory efforts. 
Such global regulatory coherence can also help accel-
erate innovation by facilitating cross-border trade of 
AI-related products and services. 

Game Theoretical principles reinforce the case for the 
international governance of AI. The well-known Prison-
ers’ Dilemma problem illustrates the cumulative impact 
of individual incentives to defect from a “collabora-
tive game.” Just like an individual prisoner tempted to 
secure a plea deal for himself at the expense of his fel-
low prisoners, countries also might be tempted to enact 
a permissive regulatory regime within their borders to 
give their national AI industry a silent “boost” in light of 
other, more stringent regulatory regimes slowing the 
growth of potential competitors in other jurisdictions. 
Global regulatory measures, on the other hand, offer a 
way to make global collaboration more ‘safe’ for poli-
cy makers keen to encourage an innovation economy 
within their national borders. 

Diplomacy tends to be a slow-moving train that is not 
always well-equipped to deal with the speed of tech-
nological innovation. Managing these geopolitical 
risks requires immediate and sustained collabora-
tion, even despite our current-day diplomatic context 
marked by ideological polarization, mutual recrimina-
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tions, and strained trust. Luckily, policy makers in the 
United Nations and in other global forums are aware 
of the urgency and hard at work negotiating precisely 
such transnational regulatory regimes. 

Ongoing debates and discussions demonstrate the dif-
ficulty of regulating AI. States, especially less devel-
oped states in the Global South, have a strong interest 
in pooling international research and expertise to iden-
tify best-practice responses to emerging AI technol-
ogies. At a minimum, there is a clear value in building 
consensus within the scientific community about the 
risks as well as the potential of AI technologies, as well 
as best-practices to steer the technology in a social-
ly-beneficial direction. The challenge of creating a glob-
al regime to manage AI is reminiscent of the debates 
leading up to the creation of the International Panel on 
Climate Change (IPCC). That process began with a peri-
odic series of high-level diplomatic meetings, fueled by 
global experts pooling up-to-date scientific research on 
climate change. Those annual conferences have since 
become the primary vehicle for efforts to accelerate 
and harmonize national climate change prevention and 
response policies. This approach, while slow, laborious, 
and arguably always falling just short of the “ideal” inter-
vention, nonetheless has proven to be an effective tool 
to nudge policy-makers in a certain direction, primar-
ily by opening avenues for cross-jurisdictional regu-
latory mimicking and facilitating normative cascades 
from one country to another. A similar effort might be 
warranted to shape a shared approach to AI and relat-
ed technologies. 

Drawing further on the IPCC process and the once-an-
nual Conference of Parties Climate Change Summits, 
international governance efforts can also serve as a 
social ‘multiplier of force,’ convening not just scientists 
and policy makers, but also civil society activists, the 
media, celebrities, corporations, and even corporate lob-
byists into one thematic conversation about the future. 
Such events can elevate policy discussions out of the 
rarified world of elite policymakers and technocrats into 
the popular consciousness, where attitudes also need 
to change in order for any reforms to be truly sustain-
able. Such an approach, could serve to promote great-
er digital literacy, incentivize efforts to share the bene-
fits of technical and scientific knowledge globally, high-
light examples of AI technology that improve the com-
mon good, and help equip the public with the requisite 
knowledge to demand that governments and private 
actors protect them from the potential harms of AI sys-
tems and algorithmic decision-making more broadly. 

Finally, international governance can also serve a mon-
itoring role, ensuring some level of state accountabili-
ty for their use of AI as well as for the activities of pri-
vate and non-state actors operating within their juris-
dictions. Only global governance can lead to the cre-
ation of increasingly binding sources of international 
law that can help supplement the voluntary efforts at 
self-regulation driven by regulatory sharing of best prac-
tices. Such international normative developments will 
be key to harmonizing corporate responsibility in the 
field of AI, as argued by the OHCHR’s B-Tech initiative. 

The existing human rights corpus must continue to 
serve as the bedrock upon which all such international 
approaches are built in order to prevent societal harm 
and promote a greater and more equal enjoyment of 
technological progress by all.

 

The Role of the International Human 
Rights System in Global AI Governance
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The value of the human rights-
based approach to AI governance

During a high-level side-event of the 54th session of the 
Human Rights Council, the UN High Commissioner for 
Human Rights, Volker Türk, stressed that the question of 
which “limits should be [placed] on artificial intelligence 
and emerging technologies is one of the most pressing 
faced by society, government and the private sector.” 
He urged for there to be a transition from a largely legal-
istic corporate risk-management compliance approach, 
“focusing largely on self-regulation and self-assess-
ment by AI developers” towards a human rights-based 
approach that “embeds human rights in AI’s entire life-
cycle.”290 As Türk explains it, a human-rights based 
approach, which resembles the HRBA@Tech model 
described above, would embed human rights princi-
ples “[f]rom beginning to end” starting “in the collec-
tion and selection of data, as well as the design, devel-
opment, deployment and use of the resulting models, 
tools and services.”291

The High Commissioner concludes that “we need to 
resist the temptation to let the AI industry [. . . .] assert 
that self-regulation is sufficient, or to claim that it should 
be for them to define the applicable legal framework.”292 
Turk claims to have learned his lessons from the tech 
industry’s previous claims to be able to appropriately 
self-regulate in the domain of social media. “Whilst [cor-
porations’] input is important, it is essential that the full 
democratic process – laws shaped by all stakeholders – 
is brought to bear, on an issue in which all people, every-
where, will be affected far into the future.”293

To-date, efforts to ensure that AI remains aligned with 
human interests and values have largely relied on 

self-regulatory corporate AI principles, which rarely con-
vincingly integrate human rights safeguards. Some, such 
as Google’s or Salesforce’s AI principles, explicitly com-
mit to upholding the international human rights norms, 
while others’ such as those of Microsoft or Meta spe-
cifically reference certain rights in the context of their 
AI activities.

These AI principles have proven to be more effective 
than early critics of corporate ‘ethics-washing’ believed. 
The Office of the High Commissioner for Human Rights, 
for example, has acknowledged that“despite early skep-
ticism from external stakeholders about the sincerity 
of such high-level principles, many companies are suc-
cessfully utilizing them to ground and guide AI product 
development and the remit of responsible AI teams 
whose role is to help the company implement its prin-
ciples in practice.”294 Notwithstanding, there is still a 
case to be made that principles guiding responsible 
business conduct should be human rights principles and 
that the international human rights system and norma-
tive framework are suited as he normative anchor for 
any such self-governance efforts. Moreover, grounding 
corporate governance systems in the language of global 
human rights also serves as an insurance policy against 
diluted standards when market conditions turn more 
competitive, as arguably happened in 2023, when mas-
sive layoffs in the technology sector heavily eroded 
some of the big tech company’s capacity (not to men-
tion financial commitment) to address some of these 
knotty issues.

 As others have argued, “there is no conflict between 
ethical values and human rights, but the latter rep-
resent a specific crystallization of these values that 
are circumscribed and contextualized by legal provi-
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sion and judicial decisions.”295 Indeed, human rights 
norms are universal, legally-binding and shared by peo-
ples from all over the world. Of course there are import-
ant ongoing debates, especially in academic settings, 
about the extent to which human rights norms are tru-
ly universal in their origins, but by and large, the broad-
ly acknowledged universal acceptance of the human 
rights discourse allows it to serve as the most authorita-
tive set of values to harmonize AI governance approach-
es and facilitate international collaboration among var-
ious stakeholder groups. Ethical principles can be help-
ful to give a normative backdrop to legal and human 
rights, but not as replacements for those norms once 
their legitimacy has already been established. In other 
words, ‘don’t fix what’s not broken.’ 

The human rights normative framework has also prov-
en remarkably able to address unforeseen challeng-
es. It has grown from its much narrower state-centric 
origins in the 1940s to become a multifaceted cor-
pus of laws, rules, and standards thqt have increasing-
ly become the domain not just of states, but also civ-
il society groups, international organizations, aca-
demics and corporations. Part of this success stems 
from an approach that balances individual rights with 
competing legitimate social or national interests.296 
This same approach will be important in mitigating 
the risks associated with AI-systems without unduly 
hampering innovation in an area with so many potential 
upsides. The human rights corpus itself is likely to evolve 
over time in light of the challenges posed by AI and oth-
er new and emerging technologies – all while remaining 
tethered to the original values of the Universal Decla-
ration of Human Rights and other foundational norms 
that gave birth to the human rights movement.

A holistic approach to AI that embraces both the neg-
ative as well as the positive implications on human 
rights protections of this new technology allows ample 
space for discussions of how to make the world a bet-
ter place. It allows human rights practitioners not only 
to brace themselves for the potential negative impacts 
of AI, but also to embrace AI as a tool for social prog-
ress. In many quarters, human rights in the domain of 
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new and emerging technologies are associated with 
actions that the state (or corporations) should not do 
(for example to violate labor rights or infringe citizens’ 
rights to privacy). Economic, social and cultural (ESC) 
human rights, however, also include numerous rights 
that states are obligated to progressively realize. AI can 
support the pursuit of such ESC human rights (such as 
the right to education, shelter, food and spreading the 
fruits of scientific discovery).297 Indeed, AI can help 
advance such rights in ways previously unimaginable 
by humans relying only on their own capacities. 

Finally, the past efforts of human rights practitioners 
have led to the development of an increasingly robust 
ecosystem of institutions and formal, informal, and 
norms-based processes that collectively work towards 
the implementation of human rights standards and 
accountability and redress for victims of human 
rights abuse. These systems are constantly evolving 
and (hopefully) improving. That said, they already pro-
vide a strong basis for businesses and States working 
with AI to orient their conduct, for example by con-
ducting rights-centric impact assessments of new and 
emerging technologies, engaging in meaningful con-
sultations with vulnerable communities, or designing 
effective grievance processes. These actions, guided 
by existing human rights standards, apply equally to 
the technology sector as they do to more traditional 
businesses. 

The rapidly evolving AI policy 
landscape at the United Nations

In the words of UN Secretary-General António Guterres, 
there is a “wide and growing” gap between AI develop-
ments and our collective governance capacities that 
require the global community to ”play[] catch up” to 
get back ”ahead of the wave.”298 In recent years, the 
Secretary-General has consistently focused attention 
on the need for coordinated action on AI. In his 2020 
Road map for digital cooperation, Guterres underlined 
the existence of multiple frameworks (over 160 sets 
of AI ethics and governance principles worldwide) and 

the absence of a common platform.299 Guterres high-
lighted the need for new solutions, not new principles. 
He suggested that the principles for governing AI should 
be based on existing obligations under the UN Charter 
and the Universal Declaration of Human Rights. 

To realize that vision of developing global oversight and 
addressing governance gaps, the UN Secretary General in 
November of 2023 launched a High-Level Multi-stake-
holder Advisory Body on Artificial Intelligence. The Advi-
sory Board’s objective is to link various pre-existing 
AI governance initiatives, build a shared understanding 
of AI’s risks and potential benefits, and leverage the 
technology’s potential as a force for good and sus-
tainable development.300 The Advisory Board is man-
dated to consult with various stakeholders and build 
momentum towards a ‘Global Digital Compact’ that 
will ideally be finalized at the ‘Summit of the Future’ 
held in September of 2024. High on the agenda at 
this Summit will be the governance of AI and the devel-
opment of the ‘Global Digital Compact’ as a central 
framework to align various national and regional gov-
ernance approaches to AI. 

The High-Level Advisory Board is also expected to 
deliberate about the potential for an internation-
al body tasked with the oversight of developments 
in the AI sector, drawing on the precedent institu-
tions tasked with overseeing atomic energy (the 
International Atomic Energy Agency - IAEA), civil aviation 
(the International Civil Aviation Organization - ICAO), pub-
lic health (the World Health Organization - WHO) or climate 
change (the International Panel on Climate Change - IPCC). 
Any initiative to create such an organization, which 
has been proposed by numerous senior AI execu-
tives and backed by the Secretary-General,301 would 
require UN Member States to agree on the mandate 
and functions of such an agency. The Summit of the 
Future is intended as a venue for global leaders to 
recommit themselves to multilateral cooperation in 

299. United Nations, Road map for digital cooperation: implementation of the recommendations of the High-level Panel on Digital 
Cooperation, (May 2020), https://documents-dds-ny.un.org/doc/UNDOC/GEN/N20/102/51/PDF/N2010251.pdf.

300. United Nations, Secretary-General Press Remarks launching High-Level Advisory Board on Artificial Intelligence, (Oct. 26, 
2023), https://www.un.org/sites/un2.un.org/files/sgs_remarks_announcing_high-level_advisory_body_artificial_intelligence_26_
october_2023.pdf.

301. Michelle Nichols, “UN chief backs idea of global AI watchdog like nuclear agency,” (Jun. 12, 2023), Reuters, https://www.reuters.
com/technology/un-chief-backs-idea-global-ai-watchdog-like-nuclear-agency-2023-06-12/. 

302. Seizo Onoe, “How ITU Powers AI Action for Good,” (Nov. 29, 2023), ITU, https://www.itu.int/hub/2023/11/how-itu-powers-ai-
action-for-good/.

303. ITU, “Focus Group on ‘Artificial Intelligence for Health’,” (accessed Dec. 28, 2023), https://www.itu.int/en/ITU-T/focusgroups/ai4h.

304. ITU, “Focus Group on Environmental Efficiency for Artificial Intelligence and other Emerging Technologies (FG-AI4EE),” (accessed 
Dec. 28, 2023), https://www.itu.int/en/ITU-T/focusgroups/ai4ee/Pages/default.aspx.

305. OECD AI Principles overview https://oecd.ai/en/ai-principles.

the pursuit of a transnational approach to the devel-
opment of trustworthy AI systems.

Even though currently the spotlight is on the 
High-Level Advisory Board and any proposals it may 
generate in advance of the 2024 ‘Summit of the 
Future,’ a range of parallel efforts continue across the 
United Nations system.

One of the major initiatives is taking place at the 
International Telecommunication Union (ITU), which 
was founded in 1865 to help facilitate and coordinate 
communication globally. The ITU’s ‘AI for Good’ plat-
form, launched in 2017 in partnership with forty other 
UN agencies, convenes an annual summit to highlight 
potential AI applications that enable progress towards 
the achievement of the SDGs and to engage with the 
main stakeholders on how to harness the potential of 
those solutions. The platform, which brings together 
industry representatives and policy-makers, will hold 
an ‘AI Governance Day’ ahead of its next summit sched-
uled in May 2024, where it will explore various safe-
guards for the responsible development of AI.302 
Besides acting as a convener of global expertise on AI, 
the ITU’s standard-setting work has also addressed the 
impacts of AI on areas such as health303 environmen-
tal efficiency.304 

The Organization for Economic Cooperation and 
Development (OECD), which is not part of the 
United Nations but supports the UN’s development 
mission, in 2019 launched the first intergovernmen-
tal standards on AI, to ensure that AI benefits ‘society 
as a whole.’ The Recommendation on Artificial Intel-
ligence (OECD AI Recommendations) are intended to 
promote inclusive and trustworthy AI that upholds 
human rights and democracy.305 It sets forth five 
values-based “Principles for the Responsible Stew-
ardship of Trustworthy AI”, along with five corre-
sponding recommendations for policy makers. The 38 



99
98
–

HRBA@Tech · December 2023

OECD member states can be said to have endorsed 
the OECD AI Recommendations as non-binding 
soft-law standards. In June of 2019 the G20, which 
notably includes Russia, China, India, Indonesia, and 
Saudi Arabia, also endorsed the OECD AI Recommen-
dations.306 Numerous other countries, primarily in 
South America and Eastern Europe, have also pledged 
their adherence to the Recommendations. The OECD AI 
Recommendations thus serve as an emerging glob-
al standard for the development of trustworthy AI.307 
Mere commitments to such global standards, howev-
er, still mask a diversity of policy approaches to AI gov-
ernance, and the implementation of concrete national 
policy measures to give effect to the OECD principles 
remains a work in progress.308

In 2020, the UN’s High-level Committee on Pro-
grammes, which oversees coordination and poli-
cy coherence across the UN system, established the 
Inter-Agency Working Group on Artificial Intelligence 
(IAWG-AI). The IAWG-AI has different workstreams 
focusing on topics such as human rights, education, 
justice, and capacity-building. It has developed the 
Principles for the Ethical Use of Artificial Intelligence in 
the United Nations System309 which, although intend-
ed to guide the design, development, deployment, and 
use of AI within the UN system alone, also provides an 
example of an ethical approach to AI that can orient the 
development of other governance frameworks globally.

The first truly global effort to develop AI ethics stan-
dards was developed under the auspices of the UN Edu-
cational, Scientific and Cultural Organization (UNESCO) 

306. G20 AI Principles, (Jun. 29, 2019), https://www.mofa.go.jp/policy/economy/g20_summit/osaka19/pdf/documents/en/annex_08.
pdf. 

307. OECD, Recommendation of the Council on Artificial Intelligence, (Nov. 8, 2023), OECD/LEGAL/0449, https://legalinstruments.
oecd.org/en/instruments/OECD-LEGAL-0449.

308. OECD, “The state of implementation of the OECD AI Principles four years on,” (2023), OECD Artificial Intelligence Papers, No. 3, 
OECD Publishing, Paris, https://doi.org/10.1787/835641c9-en. 

309. United Nations, Principles for the Ethical Use of Artificial Intelligence in the United Nations System, (2022), High-Level Committee 
on Programmes (HLCP) Inter-Agency Working Group on Artificial Intelligence, https://unsceb.org/principles-ethical-use-artificial-in-
telligence-united-nations-system.

310. UNESCO, Recommendation on the Ethics of Artificial Intelligence, (Nov. 23, 2021), https://unesdoc.unesco.org/ark:/48223/
pf0000381137.

311. Id., at par. 10. The 4 Values are: (1) the Respect, protection and promotion of human rights and fundamental freedoms and 
human dignity, (2) the Environment and ecosystem flourishing, (3) Ensuring diversity and inclusiveness, and (4) Living in peaceful, 
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312. Id. at par. 56.

313. Internet Governance Forum Policy Network on Artificial Intelligence, “Strengthening multi-stakeholder approach to global AI 
governance, protecting the environment and human rights in the era of generative AI,” (Oct. 2023), https://www.intgovforum.org/en/
filedepot_download/282/26545.

in November 2021 and subsequently adopted by UNE-
SCO’s 193 Member States. The UNESCO Recommen-
dation on the Ethics of Artificial Intelligence310 devel-
ops a human rights-based approach to the ethics of 
AI based on four ‘values, defined as “motivating ide-
als” that “shap[e] policy measures and legal norms,” 
and ten corresponding “principles” that “unpack”  those 
core values in terms that can be more easily opera-
tionalized by policy makers.311 The UNESCO Recom-
mendations place the dignity and non-objectification of 
humans at the center of their approach to AI systems. 
They call for the development of legislation anchored 
in existing human rights obligations, multilateral coop-
eration to address potential harms, consultation and 
joint capacity-building across national borders, and the 
development of norms-based approaches to AI gover-
nance such as the development of global AI certifica-
tion mechanisms.312 

Other efforts to influence emerging AI governance 
frameworks include the work of the   Policy Network 
on Artificial Intelligence (PNAI), hosted by the UN’s 
Internet Governance Forum. The PNAI’s focus is on cap-
turing the benefits of AI for the Global South. PNAI’s ini-
tial report, published in October 2023,313 is expected to 
contribute to the discussions around the Global Digital 
Compact. Its initial recommendations include the devel-
opment of standards that center around human dignity, 
human rights and gender equality, justice, well-being, 
diversity, social and economic development, and sus-
tainability. PNAI has also called for increased participa-
tion by stakeholders from the Global South in discus-
sions about AI governance.

Current Guidance from the Human Rights 
System on AI Governance

314. Human Rights Council Resolution 41/11, “New and emerging digital technologies and human rights,” (Jul. 17, 2019),  UN Doc. No. 
A/HRC/RES/41/11, https://undocs.org/Home/Mobile?FinalSymbol=A%2FHRC%2FRES%2F41%2F11&Language=E&DeviceType=Desk-
top&LangRequested=False.

315. Human Rights Council Advisory Committee, “Possible impacts, opportunities and challenges of new and emerging digital 
technologies with regard to the promotion and protection of human rights,” (June 2021), UN Doc. No. A/HRC/47/52, https://docu-
ments-dds-ny.un.org/doc/UNDOC/GEN/G21/110/34/PDF/G2111034.pdf.

Human Rights Council resolutions 
on new and emerging technologies

In recent years, the Human Rights Council (HRC), led by 
the “Core Group” of the Republic of Korea, Austria, Bra-
zil, Denmark, Morocco, and Singapore, has increasingly 
focused its efforts on evaluating the human rights impli-
cations of new and emerging technologies, including AI. 

In 2019, the Council adopted resolution 41/11,314 in 
which it recognized that digital technologies have the 
potential to accelerate human progress and to facilitate 
efforts to promote and protect human rights. The res-
olution noted that the possible human rights impacts 
of these technologies are still poorly understood, and 
requested the HRC’s Advisory Committee to prepare a 
report exploring the human rights implications of new 
and emerging digital technologies as well as the poten-
tial role of international human rights mechanisms in 
helping to address those issues.

The Advisory Committee presented its subsequent 
report to the HRC in June 2021.315 The report defines 
“new technologies” as the technological innovations 
that transform the boundaries between the virtual, 
physical, and biological spaces, and included in that 
definition new technologies and techniques for the 
datafication (the process of transforming subjects, 
objects, and practices into digital data), data distribu-
tion, and automated decision-making. Examples of such 
technologies include AI, the Internet of Things, block-
chain technology, and cloud computing, amongst oth-
ers. The Advisory Committee report noted the para-
dox of new and emerging technologies (see above), as 
well as the seminal role of private actors in the develop-
ment of these technologies. The report highlighted var-
ious gaps in the existing human rights framework’s abil-
ity to address the impacts of new and emerging digital 
technologies according to a unified and globally accept-
ed approach. These included unresolved philosophical 

questions, a lack of cooperation and contact between 
the human rights and tech communities, and a selec-
tive preoccupation on only a subset of technologies 
and human rights harms, as opposed to a more holistic 
approach embracing also the potential ‘upsides’ of tech-
nological innovation. The report also noted the practical 
challenges of responding to the breakneck pace of sci-
entific innovation  and the fragmentation of regulato-
ry initiatives across the global governance landscape. 
The report concluded by calling for a nuanced out-
come-focused “human rights-based approach” empha-
sizing a holistic understanding of technology, an equal-
ly holistic approach to human rights, and finally a com-
mitment to holistic governance and regulatory efforts. 

Previous efforts to deal with human rights and ICT tech-
nologies have often unfolded in disciplinary silos. 
The Advisory Committee report emphasizes the impor-
tance of more cross-disciplinary solutions. It also rejects 
the premise that technology is inherently value-neutral. 
This suggests that efforts should be made to eliminate 
structural bias from new and emerging technologies. 
The same insight also opens the possibility to design 
new and emerging technologies to be not just value 
neutral (ensuring that they ‘do no harm’), but rather to 
to be intentionally biased in favor of human rights out-
comes (to ‘make the world a better place’). The Advi-
sory Committee Report also recognizes the futility of 
focusing on the human rights impacts of any one tech-
nology in isolation, and insists that a better approach 
would evaluate an interconnected ecosystem of tech-
nologies. This would represent a departure from previ-
ous approaches that tended to focus on only one tech-
nology in isolation. 

Building on the Advisory Committee’s report, the 
HRC issued Resolution 47/23, in which it reaffirmed 
the need for a human rights-based approach to new 
and emerging digital technologies. The resolution fur-
ther requested that OHCHR to convene expert consul-
tations exploring the links between the human rights 
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impacts of new and emerging technologies and tech-
nical standard-setting.

In June 2023, the ‘Core Group’ narrowed its focus on 
AI systems. The HRC’s Resolution 53/29, which was 
adopted by consensus, builds on the HRC’s balanced 
and outcome-driven approach to NETs, highlighting AI’s 
potential to both threaten but also promote and protect 
human rights. The resolution focuses on AI’s potential 
to “facilitat[e] access to information and participation 
in public life, strengthen[] the efficiency and acces-
sibility of health-care services, enable[] greater avail-
ability and accessibility of education, advance[e] gen-
der equality and empower[] all women and girls, con-
tribut[e] to the full enjoyment of human rights by older 
persons, persons with disabilities and those in vulnera-
ble situations, strengthen[] climate mitigation and adap-
tation and support[] environmental protection”, while 
also recognizing that “certain application of AI present 
an unacceptable risk to human rights.”316 

In line with proposals made in the context of the HRBA@
Tech model, the resolution emphasizes the impor-
tance of a human rights-based approach to new and 
emerging digital technologies317 by protecting individ-
uals from harm, notably through human rights due dil-
igence and impact assessments, guarding against dis-
crimination and bias, promoting algorithmic transparen-
cy, ensuring that data collection, storage and use is con-
sistent with human rights obligations, and strength-
ening oversight and enforcement capacity. The reso-
lution also encourages multi-stakeholder collaboration 
and a further exploration of ways for the Human Rights 
Council to promote the human rights based approach 
to AI. The resolution requested for the OHCHR to under-
take a gaps-analysis of the various efforts underway at 
the UN to grapple with the human rights implications of 
AI and to build its own capacity to support national and 
private corporate efforts to promote trustworthy AI. 

316. HRC, supra note 1, preamble.

317. Id., at Art. 3.

318. Volker Türk, “Türk calls for attentive governance of artificial intelligence risks, focusing on people’s rights,” (Nov. 30, 2023), 
Speech given at the Generative Artificial Intelligence and Human Rights Summit, https://www.ohchr.org/en/statements-and-
speeches/2023/11/turk-calls-attentive-governance-artificial-intelligence-risks. 

319. Gerard Quinn, Report of the Special Rapporteur on the rights of persons with disabilities, Human Rights Council, UN Doc. No. A/
HRC/49/52, https://documents-dds-ny.un.org/doc/UNDOC/GEN/G21/397/00/PDF/G2139700.pdf. 

320. Id.

321. Rosa Kornfeld-Matte, Report of the Independent Expert on the enjoyment of all human rights by older persons, Human Rights 
Council, UN Doc. No. A/HRC/36/48, https://documents-dds-ny.un.org/doc/UNDOC/GEN/G17/219/52/PDF/G1721952.pdf.

Guidance from the UN Human 
Rights System

The UN High Commissioner for Human Rights 
Volker Türk has described the rapid advances in AI as a 
“paradox of progress,”318 holding the potential to trans-
form lives and help solve complex challenges while also 
potentially undermining human rights and human digni-
ty. Previous explorations of AI’s impact by various actors 
in the human rights system have tended to be frag-
mented; largely driven by the mandates of the particular 
institution or agency driving the discussion. Given most 
human rights institutions’ mandates to raise the alarm 
about emerging human rights threats, most of the work 
on AI so far has naturally tended to focus on the neg-
ative human rights impacts of AI and other new and 
emerging digital technologies.

Despite this predominant focus on the human rights 
downsides of new and emerging technologies, there 
is also at least a rhetorical consensus that AI technol-
ogies can also be used to promote and protect human 
rights. Various reports have alluded to this potential, 
even if only in passing. The Special Rapporteur on 
persons with disabilities, for example, has highlight-
ed the potential of AI systems to improve accessibil-
ity through assistive and mobility-enhancing technol-
ogies.319 He further pointed to with potential of oth-
er AI-assisted technologies, such as adaptive learning 
platforms, one-to-one tutoring, and speech recogni-
tion applications to enable persons with disabilities 
to interact socially and professionally with others and 
access information and education opportunities that 
previously were not available to them.320 Similarly, the 
Independent Expert on the Rights of Older Persons not-
ed AI’s ability to help older persons live autonomous-
ly.321 Supported decision making devices, for exam-
ple, can help an older individual review options for dai-
ly life choices and make decisions accordingly, while 
self-learning technology may learn what an older person 
or someone with communications difficulties wishes, 
and assist them in communicating their needs. The UN 

Special Rapporteur on freedom of expression has also 
examined the beneficial impacts of AI on communica-
tion. He pointed at AI’s capacity to provide improved 
and personalized access to information and services, 
increasing users’ ability to access information in several 
languages and to be exposed to content that is relevant 
to their experiences and preferences.322 The Human 
Rights Council Advisory Committee also emphasized 
the potential human rights benefits of AI-enhanced 
technologies, for example their potential to improve 
educational opportunities for deaf children, and level 
linguistic, geographic, cultural and societal barriers (for 
example by enabling persons living alone or in remote 
areas to interact with others through remote telepres-
ence and companion robots, or by increasing women’s 
access to education opportunities through online solu-
tions).323 Various other commentators have pointed out 
the potential for AI-systems to improve service deliv-
ery by virtue of their ability to optimize existing govern-
ment and social welfare processes. For example, former 
Special Rapporteur on extreme poverty, Philip Alston 
stressed the potential of digital technologies, including 
artificial intelligence, to “improv[e] the well-being of the 
less well-off members of society,” albeit but not with-
out “deep changes in existing policies [towards a more] 
genuine commitment to [. . . .] ensure a decent standard 
of living for everyone in society.” 324

By far the more predominant focus of the human rights 
community has been on the human rights downsides of 
new and emerging technologies, including AI. For exam-
ple, the Special Rapporteur on racism, the CERD and the 
Special Rapporteur on persons with disabilities have 
identified numerous instances where the use of algo-
rithmic systems have led to discriminatory outcomes, 
including in access to health care, justice, or employ-
ment opportunities. Likewise, the Special Rapporteur on 
the rights of persons with disabilities has considered the 

322. David Kaye, Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, 
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327. Achiume, supra note 327.

328. Alston, supra note 325.

potential for AI-powered recruitment systems to dis-
criminate against persons with disabilities or with spe-
cial needs. This may happen, for instance, when such 
systems fail to consider reasonable accommodations 
and the need for assistive technologies of candidates 
with disabilities, or when automated interviewing sys-
tems misread facial and verbal expressions of persons 
with disabilities and special communications needs.325

Several Human Rights Mechanisms have high-
lighted particularly risky application of AI-systems. 
Examples include AI-powered facial recognition tech-
nologies used by law enforcement agencies, the deploy-
ment of “predictive policing” strategies to prevent 
crime, and censorious content moderation practic-
es.326 Many AI systems are based on inherently biased 
datasets. While they are thus described by their pro-
ponents as being “data-driven” and “objective,” in  fact 
they also might amplify historically biased correlations 
between certain races, genders, religions or other pro-
tected categories with perceived predilections towards 
criminal behavior, thus focusing the limited resources 
of law enforcement agencies and courts even more 
on these communities. The UN Special Rapporteur on 
Racism noted how the inherent opacity of these sys-
tems only exacerbates these tendencies.327 

Linked to concerns about the discriminatory impacts 
of AI technologies, several mechanisms have also not-
ed risks to privacy rights of AI systems, particularly in 
the provision of healthcare and social welfare services. 
The former Special Rapporteur on extreme poverty has 
flagged the “dystopian” specture of “welfare states 
turn[ing] into digital welfare states,” where there is an 
overall lack of transparency surrounding the systems’ 
data collection methods, the use of the data, and the 
technologies being deployed.328
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Several human rights mechanisms have provid-
ed guidance to stakeholders on policies and practic-
es that serve to promote and protect human rights. 
Most of these recommendations have been addressed 
to States and have revolved around calls to ensure that 
regulations are grounded in legally binding internation-
al human rights principles and standards. 

Additional guidance has focused on States’ obligations 
to regulate the use and sale of AI systems that present 
clear human rights risks. Former UN High Commissioner 
for Human Rights, Ms. Michelle Bachelet, noted in 2021 
that “the higher the risk for human rights, the strict-
er the legal requirements for the use of AI technology 
should be.”329 Other Mechanisms have recommended 
imposing moratoria or prohibitions on the use and sale 
of AI tools when these pose significant human rights 
risks, at least until those risks can be assessed and mit-
igated.330 This argument has been made, for instance, 
with regard to real-time facial recognition technologies, 
which have raised privacy rights concerns and height-
ened concerns about their discriminatory potential. 
Similarly, in a 2021 press release, the High Commission-
er has called for the banning or suspension of AI tech-
nologies until there are sufficient safeguards in place 
for them to operate in compliance with international 
human rights law.331 

Other more specific guidance has included calls for 
AI-systems used in law enforcement to be designed 
transparently, while providing access to researchers 
and civil society actors so that they may assess the 
source code.332 The Committee on the Elimination of 
Racial Discrimination has also recommended the estab-
lishment of representative oversight mechanisms to 
ensure that Government AI systems are human rights 
compliant.333 The Office of the High Commissioner for 
Human Rights has recommended that States devel-
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op regulations for the use of AI-systems commensu-
rate to the human rights risks, focusing notably on law 
enforcement, national security, criminal justice, social 
protection, employment, health care, education, and 
the financial sector as key priority areas.334

Mechanisms have also recalled the State’s duty to 
protect from harm arising from business practices. 
The Special Rapporteur on freedom of expression, for 
example, has encouraged States to ensure that laws 
and policies related to AI not focus solely on public 
sector regulation but also on private sector AI appli-
cations.335 Similarly, the Special Rapporteur on con-
temporary forms of racism, racial discrimination, xeno-
phobia and related intolerance has called on States to 
“ensure that ethical frameworks and guidelines devel-
oped to provide flexible, practical and effective regu-
lation and governance of emerging digital technolo-
gies are grounded in legally binding international human 
rights principles.”336 Similarly, former High Commis-
sioner Michelle Bachelet has noted that the State’s role 
in shaping the development and use of AI should go 
beyond a legal and policy-setting function, and include 
working with private sector AI developers and service 
providers to ensure AI’s compliance with human rights 
obligations.337 

The UN Guiding Principles (UNGPs) are typically under-
stood as the dominant framework guiding the role of 
the private sector as an integral part of the human rights 
system. Interventions have placed particular empha-
sis on the role of due diligence to identify potential 
human rights risks, along with the related duty to take 
preventative and mitigating action to avoid adverse 
human rights impacts. Several Special Procedure man-
date holders have called for their focus area to be cov-
ered in any standard due diligence process. The Spe-
cial Rapporteur on the rights of persons with disabili-

ties, for example, has called for any due diligence pro-
cess to be “inclusive of disability.”338 

Several calls have also been made to improve remedies 
for individuals and communities harmed by AI. The Spe-
cial Rapporteur on the rights of persons with disabili-
ties has recommended businesses to ‘ensure accessi-
ble and effective non-judicial remedies and redress for 
human rights harms arising from the adverse impacts 
of artificial intelligence systems on persons with disabil-
ities.’ Similarly, the High Commissioner, examining the 
right to privacy in the digital age, has called on business-
es to provide remedy and cooperate in remediation 
processes in cases they have caused or contributed to 
adverse human rights impacts, as well as to establish 
internal grievance redress mechanisms.339 

The Working Group on Business and Human Rights has 
provided extensive guidance on how businesses can 
implement the UNGPs. There remains some need to 
clarify how this guidance applies to tech companies, 
however. In this regard, in May 2023, High Commissioner 
Türk has clarified that human rights due diligence must 
apply to the design, development and use of technolo-
gy products and services.340

The B-Tech project

The OHCHR in 2019 launched its B-Tech project in order 
to provide more specific guidance about the applica-
tion of the UNGPs to tech companies.341 The project’s 
objective was to identify and mitigate the risks of new 
and emerging digital technologies, and to harness their 
potential as a force for good. The project is intended to 
provide guidance on four strategic themes342: 

1. Addressing human rights risks in business models; 

2. Human rights due diligence and end-use;

3. Accountability and remedy; and 

338. Quinn, supra note 320.

339. Id.

340. Volker Türk, “Global Digital Compact must be guided by human rights,” (May 8, 2023), https://www.ohchr.org/en/state-
ments/2023/05/global-digital-compact-must-be-guided-human-rights-says-turk.

341. Office of the High Commissioner for Human Rights, “B-Tech Project,” (accessed Dec. 28, 2023) https://www.ohchr.org/en/busi-
ness-and-human-rights/b-tech-project.

342. Id.

343. Office of the High Commissioner for Human Rights, “Bridging Governance Gaps in the Age of Technology – Key Characteristics  
of the State Duty to Protect a B-Tech Foundational Paper,” par. 1-5 (2021), https://www.ohchr.org/sites/default/files/Documents/
Issues/Business/B-Tech/b-tech-foundational-paper-state-duty-to-protect.pdf.

4. An exploration of “a Smart Mix” regulatory and policy 
responses to human rights challenges linked to digital 
technologies. 

Since its inception, B-Tech has engaged with business 
leaders, investors, civil society, and governments. 
It has facilitated numerous multi-stakeholder discus-
sions on the implementation of the UNGPs in the tech-
nology sector, including from regional and sectoral 
perspectives.

The B-Tech Project has generated significant guidance 
for the tech sector, ranging from more general descrip-
tions of business responsibilities to  specific guidance 
on particular issues of concern. The Project has under-
scored the primary responsibility of the State as the 
main duty bearer of human rights obligations, as set out 
in international law and in the UNGPs. States are respon-
sible for the regulation of technology companies to pre-
vent them from violating human rights, and of course 
also obligated to themselves refrain from rolling back 
applicable human rights protections. States have a duty 
to protect the right to privacy that cannot be under-
mined by technological developments such as AI-driv-
en surveillance tools. B-Tech has also noted the State’s 
duty to ensure that any companies with which it works, 
or which receive State subsidies, abide by their human 
rights obligations.343 

One of the core themes of the B-Tech Project is the 
exploration of a ‘smart mix of measures’ combining 
international and domestic regulatory and policy 
approaches to the development and deployment of 
trustworthy AI. This approach recommends that any 
policy contain both ‘carrots’ and ‘sticks’ to incentivize 
corporate best practices. B-Tech has produced exten-
sive guidance on human rights due diligence, stressing 
that these processes should not be seen as “simplistic 
compliance exercise[s]” but rather as a complex prac-
tice that can question a company’s entire business 
model, push it to pursue different approaches to its 
operations, and to continually improve its product 
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design, including through collaboration with a wide 
range of stakeholders.344

The B-Tech project has also paid considerable con-
siderable attention to the development of compa-
ny-based grievance redress mechanisms as a means 
for individuals and communities to seek accountability 
in response to large-scale human rights violations.345 
Grievance redress mechanisms established proactively 
by companies also function as early warning systems; 
for instance when complaints received through dedi-
cated grievance mechanisms or hotlines begin to show 
systemic human rights violations associated with a par-
ticular technology. The B-Tech project notes that the 
establishment of such mechanisms serves the cor-
porate ‘bottom line’ by improving companies’ reputa-
tions and avoiding the potentially significant financial 
and legal repercussions of human rights violations when 
they do occur. 

The B-Tech project has already issued several recom-
mendations based on particular case studies. It has 
intervened, for example, regarding the implementa-
tion and enforcement of the EU Digital Services Act, 
focusing on improving risk assessment, transparency 
and stakeholder engagement.346 It has also developed 
specific regional guidance, such as the B-Tech Africa 
project.347 Addressed specifically at the African tech 

344. Office of the High Commissioner for Human Rights, “Key Characteristics of Business Respect for Human Rights: A B-Tech Foun-
dational Paper,” (2020), https://www.ohchr.org/sites/default/files/Documents/Issues/Business/B-Tech/key-characteristics-busi-
ness-respect.pdf. 

345. Office of the High Commissioner for Human Rights, “Designing and implementing effective company-based grievance mech-
anisms A B-Tech Foundational Paper,” (Jan. 2021),  https://www.ohchr.org/sites/default/files/Documents/Issues/Business/B-Tech/
access-to-remedy-company-based-grievance-mechanisms.pdf.

346. B-Tech, CDT Europe, “Fostering responsible business conduct in the tech sector – the need for aligning risk assessment, trans-
parency and stakeholder engagement provisions under the EU Digital Services Act with the UNGPs,” (Aug. 2023), https://www.ohchr.
org/sites/default/files/documents/issues/business/b-tech/B-Tech_Blog_RBC_DSA_UNGPs-alignement.pdf.

347. B-Tech Africa Project - A part of UN Human Rights B-Tech Project, (Sep. 2022), https://www.ohchr.org/sites/default/files/docu-
ments/issues/business/b-tech/2022-08-26/B-Tech-Africa-Project-one-pager.pdf.

348. See ‘Events, meetings, etc.’ section: https://www.ohchr.org/en/business-and-human-rights/b-tech-project.

sector, that project is focused specifically on the real-
ization of the Sustainable Development Agenda in 
Africa and the digitalization of African markets.348

B-Tech has also launched a project to ‘guide more effec-
tive understanding, mitigations and governance of the 
risks of generative artificial intelligence.’ B-Tech’s pub-
lications in this area include a taxonomy of human 
rights harms associated with generative AI. It has also 
begun to map regulatory responses and corporate best 
practice with regards to ‘responsible AI.’ Its work has 
resulted in the publication of a holistic approach to the 
development of trustworthy generative AI. Similarly to 
the above-mentioned HRBA@Tech approach put for-
ward by this paper series, B-Tech’s foundational paper 
also takes a multi-layered governance approach that 
focuses on different stakeholders’ responsibilities in 
upholding a human rights-based approach to genera-
tive AI. The B-Tech paper also embraces the concept 
of a technology lifecycle, focusing on specific business 
processes, such as human rights impact assessments, 
algorithmic audits, or data quality reviews, that will be 
more effective at different points along that technolo-
gy lifecycle. These are welcome developments that pro-
vide increasingly specific answers to the calls for more 
authoritative guidance on how to ensure that AI remain 
responsive to human rights concerns.

Next steps for the Human Rights Council
The international human rights system has broadly 
shown itself to be alert to the potential human rights 
implications of AI-systems, and has begun to generate 
increasingly concrete guidance to a range of stakehold-
ers interested in the development and deployment of 
trustworthy AI. The Human Rights Council issued a num-
ber of important resolutions focusing on AI and human 

rights, highlighting the ongoing global appetite for mul-
tilateral cooperation in the development of a human 
rights-based approach to AI governance. OHCHR and the 
international human rights mechanisms have likewise 
made regular interventions on the human rights implica-
tions of AI. The current and previous High Commission-
ers for human rights, Volker Türk and Michelle Bachelet 

(respectively), have been vocal proponents of these 
various initiatives, while also recognizing the poten-
tial of AI to drive increased social well-being. Similar-
ly, various Special Procedures have focused on how 
AI is affecting – or may soon affect – the rights covered 
by their mandates, while the Treaty Bodies have devel-
oped an increasingly broad corpus of work exploring 
how AI might impact rights discussed in their respec-
tive founding conventions.  

According to the authors of this report, there are sev-
eral traditional functions of the international human 
rights system: 

• The normative function (the generation of guid-
ance on the application of international human rights 
norms to new issues, and when necessary defining 
and building consensus around new norms); 

• The convening function (bringing together various 
stakeholders to empower rights-holders, share infor-
mation, and promote good practices and mutual 
understanding

• The monitoring function (monitoring compliance of 
State and non-State actors with human rights norms 
and alerting the parties involved as well as the inter-
national community whenever there are instances 
of misconduct; 

• The accountability function (building out the adju-
dicative capacity of international institutions and fora 
to raise the cost of violations and identify avenues for 
accountability and redress; 

• The assistance function (providing technical assis-
tance and capacity-building to duty-bearers in order 
to strengthen their ability to live up to their human 
rights obligations and commitments); 

• The educational function (informing and educating 
stakeholders of their rights and responsibilities); and 

• The mainstreaming function (ensuring that human 
rights are properly integrated into global gover-
nance systems).

The response of the human rights system to AI, so far 
at least, has prioritized only a limited number of these 
functions. Speaking in generalities, the response so far 
has focused primarily on the convening, monitoring, 
and educational functions of the international human 
rights system. It is also making slow but incremental 
progress with regard to the normative function. By con-
trast, it has not yet made much progress with regard 
to the accountability, assistance, or mainstreaming 
functions. This rudimentary gaps analysis should guide 
future efforts to strengthen the existing human rights 
mechanisms with regard to AI without duplicating or 
replicating existing efforts.

Staying ahead of the curve 

The HRC and the wider UN human rights system have 
been ‘ahead of the curve’ in terms of analyzing and 
drawing attention to the human rights risks associat-
ed with AI. The human rights system, so far at least, 
has been somewhat less effective at helping stake-
holders design and deploy AI in ways that actively pro-
mote human rights, and it is only just beginning to 
embrace a multi-stakeholder culture of solution-ori-
ented problem solving.

For the HRC and the broader human rights system to 
stay ‘ahead of the curve,’ it must now turn from the ‘the-
oretical’ to the ‘operational,’ and away from an exclusive 
focus on problem identification towards collaborative 
problem solving. As discussed at the 9th Glion Human 
Rights Dialogue, this should involve a number of steps 
clustered around two main priorities. Specifically the 
human rights community should: 

1. Further clarify human rights norms as they relate to 
digital technology, including AI, and (critically) distill 
them into a single and easily-accessible normative 
framework for the benefit of States and technology 
companies (including SMEs);

2. Promote the uptake and implementation of those 
norms by States and technology companies by:

a. leveraging the convening power of the HRC;

b. promoting cooperation and dialogue at the 
international and national levels; and 

c. providing technical and capacity building assis-
tance at the national-level. 

In the opinion of the authors, the easiest and most obvi-
ous way to achieve these objectives is by the estab-
lishment of an additional thematic Special Proce-
dure under the auspices of the Human Rights Coun-
cil. There exist various different types of thematic 
Special Procedure mandates, including Special Rap-
porteurs, Independent Experts, and Working Groups. 
Speaking in generalities, these Special Procedures 
play three principal roles in the international human 
rights ecosystem. 

1. Special Procedures can help to establish human 
rights norms as they relate to a specific issue or popu-
lation group. 

States acting on their own are often incapable of effec-
tive policy making in response to emerging human 
rights concerns (often because of the politically divi-
sive nature of these problems). It has therefore proven 
helpful in the past for States to ‘outsource’ the devel-
opment of such normative regimes to independent 
experts mandated by the HRC to do so. Special Proce-
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dures serving this function have typically done so 
through the publication of annual reports to the 
Council, which are then deliberated upon and even-
tually – pending sufficient consensus – endorsed by 
the entire HRC. The development of the UNGPs stand 
as a prominent example of this process and a poten-
tial methodological precedent for the development 
of a future human rights based framework to govern 
new and emerging technologies.

2. Special Procedures are also well-placed to work 
with States, through cooperation and dialogue at 
the UN-level, but also at the national level (through 
country missions). In so doing, they can promote, 
support and secure the implementation of emerging 
human rights norms by national governments as 
well as by relevant non-State actors. 

The Human Rights Council typically mandates 
Special Rapporteurs with this task. In some cases 
it has also created five-person cross-regional 
Working Groups to fulfill this role, usually for issues that 
require a multi-disciplinary expertise (for example with 
regard to business and human rights, or discrimina-
tion against women) or that are more politically/cultur-
ally sensitive. 

3. Finally, Special Procedures are well placed to under-
take capacity-building activities to help developing 
countries apply human rights norms through legis-
lation, policies, and practice. 

Since the HRC’s creation in 2006, many of the normative 
developments pertaining to new and emerging human 
rights challenges, including climate change and biodi-
versity, migration, poverty reduction, water and sanita-
tion, and the human rights responsibilities of corpora-
tions, have been elaborated and promulgated through 
Special Procedures. If States are serious about ensuring 
that the technology sector operates consistently with 
international human rights objectives, they should again 
consider this proven institutional vehicle for building the 
normative edifice to guide that process. The mandate 
of such a Special Procedure could focus on ensuring 
that new tech products, including AI, serve (rather than 
undermine) human rights, and that all States—those in 
the Global North as well as those in the Global South—
regulate such technologies in a manner consistent with 
their human rights obligations. 

The principal counterargument to this strategy has 
to do with the efficiency of the Human Rights Coun-
cil. As of November 2023 there are 60 Special Proce-
dures mandates (46 thematic and 14 country man-
dates). The Universal Rights Group has consistently 
argued that this number should be reduced. The Council 
cannot meaningfully engage with the work of so many 
mandate holders. Moreover, those States that active-
ly cooperate with the various Special Procedures are 

becoming overburdened by requests for country vis-
its. Many observers also worry that the calibre of the 
various mandate-holders is decreasing. It is therefore 
understandable that some States are wary of calling for 
additional mandates to be created. The solution to the 
problem of too many mandates should not, however, 
be to institute a de-facto moratorium on the creation 
of new Special Procedures. The solution should rather 
be to rationalize existing thematic mandates, many of 
which no longer serve a useful purpose. 

The Human Rights Council plays an important con-
vening role in the promotion and implementation of 
global norms by States and technology companies. 
The HRC can convene intersessional roundtables or 
platforms for cooperation and dialogue (see below), 
designed to bring together States, UN experts, civil soci-
ety, and technology companies to consider common 
solutions to the various human rights challenges and 
opportunities posed by digital technologies, including 
AI. The principal criticism of this idea is that it might 
potentially duplicate the existing groundbreaking work 
already underway in other parts of the UN system (e.g., 
the AI Advisory Body or the B-Tech Project). Such con-
cerns miss two important points. First, the HRC has 
the clear mandate to serve as the primary and perma-
nent forum in which human rights issues should be 
deliberated within the United Nations. While the HRC’s 
remit extends only to human rights, it would be inap-
propriate to suggest that the forum should be closed 
to intersectional issues where human rights interrelate 
with other substantive domains (for example human 
rights and climate change, human rights and develop-
ment, human rights and national security, or – in the 
instant case – human rights and new and emerging 
technologies). 

Furthermore, as one of only three Councils at the UN, the 
HRC serves an important facilitator role. By convening a 
range of panels, roundtables and seminars, the HRC can 
bring together various institutional players across the 
UN system working on a given issue. In this way, the 
HRC can break through the disciplinary and institu-
tional silos of the UN system and ensure greater policy 
coherence. Moreover, it can do so while also anchoring 
the overarching process in the broader language and 
logic of human rights. The HRC acting alone will never 
address the challenges and opportunities presented by 
the emerging digital future. It can, however, serve as a 
convener and catalyst for other stakeholders, working 
in concert, to do so using human rights as the overar-
ching normative edifice to guide those efforts. 

The Clarification, Distillation, and 
Presentation of novel human  
rights norms

The human rights system has only begun to grapple 
with the question of what norms should apply to the 
development and deployment of new and emerging 
digital technologies, and more fundamentally wheth-
er any new norms are needed at all. Initial responses by 
the human rights system have emphasized the ade-
quacy of existing human rights norms, and the appli-
cability in particular of the UNGPs to private efforts to 
develop trustworthy AI. 

Various Special Procedures have also begun to grap-
ple with the implications of AI on their mandate’s par-
ticular focus. These efforts remain piecemeal, howev-
er, and depend on the initiative and capacity of existing 
mandate holders to engage with the impact of AI. As a 
result, States still lack a single integrated source for guid-
ance on how they should craft human-rights based pol-
icies to govern new and emerging digital technologies. 
The work of OHCHR’s B-Tech Project has moved in that 
direction, but still focuses primarily on big tech compa-
nies primarily located in the Global North, despite some 
recent efforts to also engage with smaller tech compa-
nies, including in the Global South. Moreover, the com-
mendable work of the B-Tech Project does not diminish 
the value and need for intergovernmental consensus 
on how human rights norms should govern the devel-
opment, deployment and regulation of AI. 

If it wishes to continue engaging with various stakehold-
ers active in the development of AI systems, the human 
rights system still needs to develop one single coherent, 
balanced, comprehensive, and overarching normative 
framework to address the human rights implications of 
AI. Such a framework should ideally focus on all human 
rights, discuss the needs of all vulnerable populations, 
and embrace both the need to guard against the risks 
of AI but also the need to harness AI as a driver for the 
progressive realization of human rights. 

One option for the development of such a comprehen-
sive normative framework could be the establishment 
of a requirement for all Special Procedure mandate 
holders to provide a periodic analysis of how AI-systems 
potentially affect their mandate. Another option would 
be to mandate an independent expert to compile frame-
work principles on human rights and AI, based on similar 
work done by the Special Rapporteur on human rights 
and the environment or the former Special Rapporteur 
on Business and Human Rights. Such an approach would 

distill the various emerging normative initiatives into 
one coherent framework, speaking to a range of stake-
holders. Such a mandate holder could also speak to the 
question of whether ‘new’ rights are needed to govern 
the promotion of human rights in the digital era, and 
build consensus on a core set of human rights princi-
ples to be applied in the pursuit of trustworthy AI. 

The true added-value of a new special mechanism 
would be guidance on the concrete operationalization 
of aspirational human rights objectives throughout the 
AI product lifecycle (or more broadly speaking the ‘data-
fication cycle’ common to many new and emerging 
digital technologies). While the UN Working Group on 
Business and Human Rights and the B-Tech project have 
already made valuable contributions in this regard, a 
proposal for a single unified framework that could be 
endorsed inter-governmentally and by companies, for 
example as an annex to the UNGPs, would go a long 
way towards providing such guidance. In the view of 
the authors, such a mechanism would have to be a 
well-resourced, multi-stakeholder body with techni-
cal expertise in AI, business management and human 
rights law. Furthermore, such a mechanism would have 
to draw on expertise from a variety of different juris-
dictions and disciplinary backgrounds. Such a mecha-
nism could also be mandated to perform an appropri-
ate monitoring functions by empowering it to commu-
nicate with stakeholders when their AI-related policies 
or practices jeopardize human rights. 

Harnessing the convening power 
of the Human Rights Council

As described above, the HRC has already been quite 
aware of AI and its potential human rights implica-
tions. The HRC should build on this track record by con-
vening multi-stakeholder forums in which to share best 
practices about the development and deployment of 
trustworthy AI. The HRC has at times struggled to get 
businesses involved in its activities. By embracing both 
efforts to mitigate the potential downside risks of AI as 
well as efforts to harness the upside potential of AI, the 
HRC can open a forum in which innovative social tech 
entrepreneurs are incentivized to showcase their ideas 
and participate in the work of the Council. 

At a minimum, the Council could organize high-level 
multi-stakeholder panels or expert seminars to dis-
cuss best practices in human rights-based approach-
es to trustworthy AI. A precedent for such a workshop 
already exists in the form of a seminar organized by 
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the OHCHR in May 2020 on privacy and AI pursuant 
to HRC resolution 42/15.349 Such multi-stakeholder 
discussion fora have the added benefit of advancing 
the assistive function of the Council, which is lacking in 
the context of the corporate responsibility to respect 
human rights, while promoting responsible business 
conduct. For example, the HRC could seek to take 
advantage of the clear brand competition between 
different approaches to trustworthy AI, such as the 
well-known competition between Anthropic and Ope-
nAI, to help identify and clarify best practices in the field 
and help weigh in on those approaches from a human 
rights perspective. Rather than taking an overly broad 
approach, panels could consider specific human rights 
issues (e.g., AI and children’s rights) or specific techni-
cal issues with human rights implications (e.g., algorith-
mic transparency) to identify best (or better) practices. 
Those better practices can then be disseminated and 
promoted, in the name of the Human Rights Council, as 
standards for other companies to emulate and exceed 
in their own product development efforts. Given the 
high visibility and perceived legitimacy of discussions 
hosted by the United Nations, such multi-stakeholder 
approaches would have the added benefit of furthering 
the Council’s educational function by informing stake-
holders of their rights and obligations as they relate to AI.  

The Council should also continue to build on its essen-
tial mainstreaming function by promoting a human 
rights-based approach to new and emerging tech-
nologies across the entire UN system. The Council 
is well-positioned to convene various UN entities to dis-
cuss how AI-systems can affect their areas of work, 
and how their responses must be anchored in human 
rights.  The Council should ensure that its work on trust-
worthy AI is disseminated throughout the UN system, 
most notably with the newly formed AI Advisory Board. 
Conversely, the Council, as a permanent body, should 
also request updates and briefings from other such bod-
ies and processes. 

Moving towards more institutional innovations, the 
Council might consider establishing a permanent plat-
form where AI-tech start-ups claiming to have devel-
oped an AI-application with the potential to “make the 
world a better place” can showcase and promote their 
technologies. Such a platform would function in a sim-
ilar manner as ITU’s annual AI for Good conference. 
Companies would have the opportunity to demon-
strate, using the logic and language of a human rights 
based approach (as opposed to corporate ethics) how 

349. Human Rights Council, “The right to privacy in the digital age,” (Oct. 7, 2019), UN Doc. No. A/HRC/RES/42/15, https://docu-
ments-dds-ny.un.org/doc/UNDOC/GEN/G19/297/52/PDF/G1929752.pdf. 

their technologies or products can actively advance 
human rights. If convincingly made, the Human Rights 
Council can serve a function vaguely reminiscent of an 
“accelerator,” launching innovative AI products designed 
to advance human rights into the marketplace with an 
added tailwind.

Finally, the Human Rights Council could potentially serve 
as a forum in which to gradually elaborate a global con-
sensus about what is meant by “high risk contexts” in 
which AI should not be used. There have been various 
calls by technologists and human rights experts to ban 
the use of AI-systems in so-called “high-risk” contexts 
or when associated with supposedly “high-risk” tech-
nological capabilities. Examples of such “high-risk” 
use cases of AI that have been mentioned in the past 
include the use of AI in autonomous lethal weapons sys-
tems, in facial recognition technology, or in predictive 
policing. Few if any of these understandings of what 
constitutes a “high risk” use case for AI—and specifi-
cally which defining characteristics would distinguish 
a suspect or prohibited use case from a more legiti-
mate and permissible one—enjoy any real consensus 
in the AI community. This is even more true when con-
sidering the divergent views of the industry, civil soci-
ety, and government officials on these same questions. 
The Human Rights Council could serve the role of a con-
sensus builder, working over time to distill our collective 
understanding of those use cases for AI technologies 
that are inherently problematic from a human rights 
perspective, and subsequently working towards appro-
priate and narrowly targeted collective international 
responses, such as moratoria or outright bans of cer-
tain AI use cases, which would be necessary to effec-
tively tackle the risks given the transnational nature of 
such technologies. The Human Rights Council, drawing 
on its convening and normative functions, could host 
such discussions using a variety of tools at its disposal.

Driving implementation of a 
human rights-based approach 
and strengthening corporate 
accountability

Building on the need to strengthen corporate account-
ability, the HRC could also consider various avenues 
to raise the costs of irresponsible business conduct. 
For example, the Council could encourage Special Pro-

cedures to ‘name and shame’ egregious or irresponsi-
ble corporate behavior in their reports and interactive 
dialogues. Nothing precludes Special Procedures from 
requesting field visits to corporations in order to assess 
their policies and practice against international human 
rights law. While private companies may not wish to per-
mit such a request, perhaps a combination of cross-in-
dustry visits to compare models and various non-dis-
closure stipulations could incentivize access. A dedi-
cated Special Procedure could assess corporate poli-
cies and internal practices and publicly report on their 
alignment with international human rights standards. 
Such a Special Procedure would also be well placed to 
monitor regulatory developments and share best prac-
tices, with a view to ensuring State and corporate com-
pliance with human rights obligations. 

An even more ambitious proposal, which was first raised 
at the 9th Glion Human Rights Dialogue in May 2023, 
would be to create a mechanism mandated to assess 
at a technical level the compliance of AI systems with 
human rights standards. The proposal was to create a 
UN red team made up of software engineers and human 
rights experts to test systems to see if they have the 
potential to result in human rights harm, with a view 
to addressing such concerns at an early stage. Such a 
mechanism could also perform algorithmic audits to 
ensure that the contexts and purpose for which an 
AI-system is deployed align with human rights objec-
tives. These are existing best practices that corpora-
tions already use to promote ‘responsible AI’, address 
bias and ensure responsible data collection and use. 
The difference would be that instead of management 
consultants, the UN could leverage its human rights 
expertise and moral authority and standing to raise the 
bar and hold businesses to a higher standard. Such a 
quasi-certification process could be made available 
either at cost or at a subsidized price to certain AI devel-
opers in the global south who might otherwise not be 
able to put in place similar safeguards.

350. United Nations Executive Office of the Secretary-General (EOSG), “A Global Digital Compact — an Open, Free and Secure Digital 
Future for All: Our Common Agenda Policy Brief 5,” (May 24, 2023), https://www.un.org/techenvoy/global-digital-compact. 

Reinforcing State and non-
State actor’s capacity to align AI 
responses with human rights

There remains a clear and pressing need for the human 
rights system as a whole to improve its ability to assist 
other stakeholders solve problems. The UN system must 
increase its capacity and expertise to deal with compli-
cated and technical AI-related issues and increase its 
capacity to provide concrete guidance on corporate 
policies and processes, as well as regulatory respons-
es as they relate to the development and deployment 
of trustworthy AI. Enhancing the Human Rights Coun-
cil’s assistive function would correlate directly with the 
Secretary General’s call in the proposed Global Digital 
Compact for member States to “establish[] a digital 
human rights advisory mechanism, facilitated by the 
Office of the United Nations High Commissioner for 
Human Rights, that would provide practical guidance 
on human rights and technology issues, building on the 
work of the human rights mechanisms and experts, 
showcase good practices and convene stakeholders 
to explore effective and coherent responses to legis-
lative or regulatory issues.”350

The most recent HRC resolution 53/29 on New and 
Emerging Technologies did allocate additional funding 
to OHCHR to increase its capacity in the field of AI. 
Mandating the establishment of regional technical advi-
sors could help the Office monitor local developments 
and provide contextually relevant expertise to States to 
ensure that regulatory and legislative responses to AI are 
properly anchored in human rights. 

These are moves in the right direction. The Human 
Rights Council and its associated Special Procedures 
should continue to play a role in the development of 
this budding institutional capacity, serving as a central 
hub for knowledge sharing and dissemination, as well 
as a source of guidance for those field officers pro-
viding technical support to Member States and inter-
ested corporate partners.
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It is said that humans are bad at recognizing and 
acknowledging exponential growth. The argument 
goes that we humans tend to imagine growth as a lin-
ear process. If I was able to walk 10 kilometers yester-
day, I should equally be able to walk for 10 more today. 

Growing numbers of AI researchers are telling us that 
this assumption of linearity is simply wrong, perhaps 
dangerously wrong, when it comes to AI. Their warnings 
are driving increasingly serious reflection and research 
in the technology sector on how to create trustworthy 
AI: an AI that does not produce unintended or unseen 
harmful side-effects, but also an AI that does not 
escape from human control.

These papers discussed three aspects of AI from a 
human rights perspective.  The first looked at the very 
real efforts being made by entrepreneurs and tech-
nologists seeking to guard against the risks inherent to 
AI technologies.  It focused its discussion on startups 
doing that work, looking at what is feasible for private 
corporations amidst their existential struggle for surviv-
al in an increasingly crowded market.  What can startup 
entrepreneurs do, with the resources they have avail-
able, to nudge the products they create bend towards 
human rights?

Our findings suggest that there is quite a lot that start-
ups can do when they embrace a human rights-based 
approach to technology.  Small early investments tend 
to pay off handsomely. Short brainstorming sessions 
early in a startups’ trajectory can yield major benefits in 
terms of corporate culture, internal guardrails, and pub-
lic reputation that would be extremely difficult to culti-
vate in a much bigger corporation. As firms grow, and as 
they become more confident in their business model 
and the science allowing their products to reach their 
intended audiences, they can (and should) invest some 
more effort into ensuring that the internal processes 
exist that will continue to guide the startup in the right 
direction.  Are robust and accessible grievance process-
es in place that will allow the company to understand 
when its products are having unintended or potential-
ly harmful impacts?  Has the company thought about 
how its products might impact vulnerable or marginal-
ized communities, and has it invested efforts to mitigate 
those harms?  These kinds of questions increasingly are 
standard business practice, and not only for suppos-
edly ‘progressive’ firms.  They are particularly import-
ant for startups working with AI. AI – for all the hype – 
still scares a lot of people concerned about their priva-
cy, their livelihoods, and their personal sense of agency. 
Any tech company – big or small – that fails to soothe its 
customers’ anxieties that their AI products may some-
how turn into rogue robot killing machines will simply fail 

to succeed in the market.  For the time being, therefore, 
tech companies large and small simply cannot afford to 
ignore the safety and trustworthiness of their products. 

We also looked at the flipside of the Tech Paradox.  
Focusing on the issue of climate change, we looked at 
efforts by technologists and entrepreneurs to find cre-
ative ways to deploy AI to help solve climate change. 
Climate change serves as an interesting example to 
explore, both because it is one of the more pressing 
issues (including one of the more pressing human rights 
issues) of our time, but also because it offers us an illus-
tration of the “upside potential” of AI to help solve some 
of humanity’s most ‘wicked’ problems. These are prob-
lems that are so complex, and so interconnected with 
other issues and preconceived societal factors, that our 
usual scientific approach towards solving them sim-
ply fails. AI has the potential to vastly improve our col-
lective ability as humans to understand and hopefully 
solve such problems. 

Here too, we found that there is much that entrepre-
neurs can do to make the world a better place. We saw 
how corporations are investing efforts – often with no 
immediate commercial value to the company at all – 
that are making substantial contributions towards the 
fight against climate change. We also explored how 
these collaborations often hinge on new collabora-
tions forming between businesses, governments, civ-
il society organizations, and international institutions. 
These coalitions tend to be built on trust, dialogue, and 
exchange, relying as much or more on the “carrot” than 
the “stick” to encourage collaboration. 

The third paper explored the rapidly evolving policy land-
scape at the United Nations, and in particular at the 
Human Rights Council.  That discussion is itself also 
seemingly evolving at an exponential pace.  What in late 
2022 still seemed like an emerging topic of discussion, 
only one year later, in 2023, seems like an increasingly 
crowded space.  AI and its impacts are being discussed 
today not only at the UN Human Rights Council, but 
also at the UN General Secretariat, the UNDP, UNES-
CO, OHCHR, the ITU, and countless other addresses. 
Our analysis shows the urgent need for a human rights 
frame to remain prominently represented in all of these 
conversations, underscoring that human beings enjoy 
a right to live a life of dignity, not a temporary privilege 
dependent on someone else’s sense of personal or cor-
porate ethics, charity, or good will.  A few weeks before 
the release of our report, the UNOHCHR issued guide-
lines that strongly underscore and amplifies that point.

The question remains, now, where to devote our focus 
moving forward.  The pace of AI’s development will only 

continue to accelerate, as will our whiplashed discovery 
of both the potential risk and potential benefits of these 
new technologies.  Much work remains to be done to 
find new, nimble, and effective ways for the UN, and the 
UN Human Rights Council in particular, to bridge the gap 
between their unrivaled institutional capacity to under-
stand and highlight human rights, and the collective 
inability of non-technical experts to always understand 
the true impact of new and emerging technologies.  

There is also an urgent need to think like a business 
consultant, however. In 2022, the first installation of 
this paper series proposed a set of 24 discrete process-
es that (we claimed) can be used by a variety of stake-
holders – working in concert with each other – to drive 
forward a Human Rights-Based Approach to New and 
Emerging Technologies. In this year’s paper series, we 
showed how those processes function in the AI sector, 
and specifically for startups.  We discussed how a focus 
on broad and abstract principles – principles such as 
“transparency,” or “legality,” or “non-discrimination,” 
while useful and philosophically fascinating, are per-
haps less valuable from a practitioner’s perspective 
as we might hope.  This has also been the resounding 
conclusion of OHCHR’s B-Tech Project report, which 
stands to become a cornerstone in the normative dis-

cussion about a human rights-based approach to new 
and emerging technologies.  

Following that recommendation, therefore, we sug-
gest that the next frontier for human rights practi-
tioners is to develop concrete guidance, for the ben-
efit of small entrepreneurs, or businesses operating in 
the Global South, to harness the best and brightest of 
what a management consultant might also have to offer 
to a paying client.  How would a company think about 
institutionalizing a culture of constructive problem 
solving when confronted with a problem, for example?  
How should a technology company think about proac-
tive transparency and disclosure? What role is there for 
a government seeking to regulate but not stifle techno-
logical innovation?  How can civil society play a  more 
active role in these discussions? These are the kinds 
of questions that we believe should be answered – in 
close consultation with a range of different stakehold-
ers – and made available for anyone wishing to embrace 
a human rights-based approach to new and emerging 
technologies and its promise for humanity: harnessing 
new and emerging technologies safely, in a way that 
promotes greater human dignity without discrimina-
tion, empowers us to pursue our personal capabilities, 
and gives us the freedom to explore and discover new 
scientific and professional opportunities. 
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